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Abstract—In this paper, the interest is on cases where assessing the goodness of a solution for the problem is costly or hazardous to construct or extremely computationally intensive to compute. We label such category of problems as “expensive” in the present study. In the context of multi-objective evolutionary optimizations, the challenge amplifies, since multiple criteria assessments, each defined by an “expensive” objective is necessary and it is desirable to obtain the Pareto-optimal solution set under a limited resource budget. To address this issue, we propose a Pareto Rank Learning scheme that predicts the Pareto front rank of the offspring in MOEAs, in place of the “expensive” objectives when assessing the population of solutions. Experimental study on 19 standard multi-objective benchmark test problems concludes that Pareto rank learning enhanced MOEA led to significant speedup over the state-of-the-art NSGA-II, MOEA/D and SPEA2.
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I. INTRODUCTION

Modern stochastic optimization, such as Multi-objective Evolutionary Algorithms (MOEAs) in particular, has gained increasing popularity in the past decades. From a survey of the field [1], there has been notable increasing trends on the research and development of novel evolutionary frameworks and algorithms, suitable for handling complex problems more effectively and efficiently. However, general MOEAs often require significant number of fitness evaluations before the reproduction mechanisms take effect to arrive at near Pareto-optimal solutions. Recent study on MOEAs [2], specifically NSGA-II [3] and SPEA2 [4], have shown that it takes approximately 10 to 140 thousands fitness evaluations for each objective on the ZDT 32-variables test problems, to converge at Pareto solutions with 98% hypervolume of the true Pareto front.

In many of today’s realistic applications in science and engineering, it is often the case that the fitness value of a potential solution may be difficult to obtain. It may happen that the assessment or evaluation of the solution is not always readily available, too costly or hazardous to be constructed or the assessment is extremely computationally intensive. We label such problems as “expensive” in the present paper. A motivating example is in massively multiplayer online game, where large number of expensive Monte-Carlo simulations is often necessary to assess or evaluate the potential game states and solutions involving multiple criteria by actually playing out the game to its end via a series of moves. Hence, every evaluation is often very computationally intensive [5]. Other “expensive” applications include those encountered in aerodynamic and structural design [6], energy minimization of the biomolecule [7], economics and finance (where costly human expert involvements to evaluate the potential solutions are required) [8], etc.

When dealing with “expensive” problems, minimizing the number of assessments or evaluations is often desirable. Considering an “expensive” single-objective or single-criterion optimization problem takes a minute to assess a potential solution at some figure of merit, often known as the fitness value. For 10 thousands evaluations, an approximation of 7 days would be necessary to complete the search, while 140 thousands of fitness evaluations would take 3 months to complete. The complexity amplifies for multi-criteria assessments, with the computational effort required intensifying to approximately $7m$ days - $3m$ months on $m$-objectives optimization problem. This results in a major impediment on the use of evolutionary algorithm for time conscious problems and “expensive” problems. In summary, on “expensive” problems, classical MOEAs do not cope elegantly.

To date, a popular way to enhance the search efficiency of evolutionary algorithm when dealing with “expensive” problems is to use computationally cheap approximation or surrogate models in place of the original assessment option [9], [10]. In the last decade, research studies on data-centric surrogate-assisted optimizations have thrived, mainly as a result of the significant increase in the number of “expensive” real world complex applications that have emerged.

In multi-objective evolutionary optimizations, the importance and challenges of using surrogates amplify with increasing objectives [2], since the multiple criteria assessments, each defined by an “expensive” objective function is necessary, while it is desirable to obtain the Pareto-optimal solution set under limited computational budget.

Despite the increased research efforts, the study on existing surrogate-assisted evolutionary frameworks remain open for further improvements. Particularly, present surrogate-assisted evolutionary frameworks proposed are typically flawed by the introduction of false optima, since it is difficult to model the “expensive” problem accurately due to the challenges brought
about by the curse of dimensionality, thus leading to possibly unreliable search. With this in mind, recent studies [6], [11] are placing greater emphasis on the importance of achieving improvements in solution quality, as opposed to the usual practice of improving the regression accuracy of the surrogate model in the context of evolutionary optimization since the latter remains a hard problem. Some have also turned to favor using binary classification models over regression models as the surrogate used [7] when dealing with “expensive” non-linear constrained programming problem.

Our core interest in the present study is on data-centric surrogate-assisted multi-objective evolutionary search methodologies in the spirit of Optinformatics\(^1\). From a survey of the MOEA literature, it is worth noting that many of the state-of-the-art multi-objective evolutionary algorithms including the NSGA-II, SPEA2, SMPSO [1], etc., use the relative Pareto front rank information from the solution fitness values obtained to effect their search. Moreover, unlike regression models, which easily deteriorate when inaccurate numeric outputs are given, fitting the ordinal scale outputs is more robust and helps identify the Pareto rank information of solutions. Taking this cue, this paper focuses on surrogates that directly predict the Pareto front ranks of the solutions in the offspring, as opposed to regress the fitness values [13], [14], [15], [16], since the former problem is easier to address than estimating the true fitness value precisely. In contrast to previous studies that build a regression model for each separate objective, and subsequently using the independently predicted objective values (or aggregating the objectives into single value via parameterized scalarizing weight vector) within the surrogate-assisted multi-objective evolutionary search [15], [6], we propose here a Pareto Rank Learning (PRL) scheme to learn and predict the Pareto front ranks of the offspring for the multi-objective optimization of \( f \) with \( m \) objectives \((f_1, \ldots, f_m)\) that takes the form:

\[
\text{Minimize : } f(s) = (f_1(s), \ldots, f_m(s)) \\
\text{Subject to : } s_l \leq s \leq s_u
\]

where \( s \in \mathbb{R}^d \) is the vector of optimization variables, and \( s_l \) and \( s_u \) are vectors of lower and upper bounds, respectively. If \( f(s_1) = (f_1(s_1), \ldots, f_m(s_1)) \) and \( f(s_2) = (f_1(s_2), \ldots, f_m(s_2)) \) denote two solution vectors, \( s_1 \) is said to dominate \( s_2 \), as noted by \( s_1 \succeq s_2 \iff \forall i : f_i(s_1) \leq f_i(s_2) \text{ and } \exists i : f_i(s_1) < f_i(s_2) \). The set of \( N \) solutions \( S = \{s_1, \ldots, s_N\} \) can then be sorted according to their Pareto front rank \( F = \{F_1, \ldots, F_K\} \) with the following satisfying conditions:

\[
1) \forall s_i, s_j \in F_k : s_i \neq s_j \land s_j \neq s_i \\
2) \forall s_i \in F_{k+1}, \forall s_j \in F_k : s_i \neq s_j \\
3) \forall s_i \in F_{k+1}, \exists j \in F_k : s_j > s_i
\]

where \( \sum_{i=1}^{K} |F_i| = N \) and \( K \) is the resultant number of Pareto front rank after sorting \( S \). If \( r_i \) denotes the Pareto front rank of \( s_i \), then \( \forall s_j \in F_k \implies r_j = k \).

The basic workflow of a classical MOEA is depicted in Figure 1(a), while the detailed pseudo-code is given in Algorithm 1. The classical MOEA search begins with the initialization of a population of potential solutions or individuals (see process 1 of Figure 1(a) and line 2 of Algorithm 1), either randomly or using design of experiments methods such as Latin hypercube sampling. The population then proceeds with the MOEA operators of crossover and mutation (see process 1 of Figure 1(a) and line 2 of Algorithm 1). All solution individuals generated, known as offspring, then undergoes fitness evaluations using the original objective functions \( f \) (see process 3a of Figure 1(a) and line 17 of Algorithm 1). In addition, all unique individual solutions and their associated exact fitness values of \( f \) obtained during the MOEA search are archived in a centralized database \( \mathcal{D} \). Using the fitness values associated with each individuals in the population, the subsequent population is formed via the MOEA selection operator (see process 4 of Figure 1(a) and line 21 of Algorithm 1) in Pareto dominance MOEA, the Pareto front rank of each individual is used as one of the criteria in the selection operator, as defined by Eqn. (2). This process of MOEA search then continues until the computational budget set is exhausted or some other user specified termination criteria are met. When the algorithm ends, the non-dominated solutions are attained (see process 5 in Figure 1(a) and line 24 of Algorithm 1).

---

\(^1\)Optinformatics is the specialization of informatics for the processing of the data generated in optimization in order to extract possibly implicit and potentially useful information and knowledge, which could be helpful for understanding search mechanism of the solver, guiding/improving search, and/or revealing undisclosed insights to the problem structure [12].

---

II. Proposed Study

In this section, we present a brief preliminary of the multi-objective evolutionary optimization problem and the detailed steps of the proposed Pareto Rank Learning scheme.

A. Preliminaries on Multi-objective Evolutionary Optimization

Without loss of generality, we consider here the multi-objective evolutionary optimization of \( f \) with \( m \) objectives \((f_1, \ldots, f_m)\) that takes the form:

\[
\text{Minimize : } f(s) = (f_1(s), \ldots, f_m(s)) \\
\text{Subject to : } s_l \leq s \leq s_u
\]

where \( s \in \mathbb{R}^d \) is the vector of optimization variables, and \( s_l \) and \( s_u \) are vectors of lower and upper bounds, respectively. If \( f(s_1) = (f_1(s_1), \ldots, f_m(s_1)) \) and \( f(s_2) = (f_1(s_2), \ldots, f_m(s_2)) \) denote two solution vectors, \( s_1 \) is said to dominate \( s_2 \), as noted by \( s_1 \succeq s_2 \iff \forall i : f_i(s_1) \leq f_i(s_2) \text{ and } \exists i : f_i(s_1) < f_i(s_2) \). The set of \( N \) solutions \( S = \{s_1, \ldots, s_N\} \) can then be sorted according to their Pareto front rank \( F = \{F_1, \ldots, F_K\} \) with the following satisfying conditions:

\[
1) \forall s_i, s_j \in F_k : s_i \neq s_j \land s_j \neq s_i \\
2) \forall s_i \in F_{k+1}, \forall s_j \in F_k : s_i \neq s_j \\
3) \forall s_i \in F_{k+1}, \exists j \in F_k : s_j > s_i
\]

where \( \sum_{i=1}^{K} |F_i| = N \) and \( K \) is the resultant number of Pareto front rank after sorting \( S \). If \( r_i \) denotes the Pareto front rank of \( s_i \), then \( \forall s_j \in F_k \implies r_j = k \).

The basic workflow of a classical MOEA is depicted in Figure 1(a), while the detailed pseudo-code is given in Algorithm 1. The classical MOEA search begins with the initialization of a population of potential solutions or individuals (see process 1 of Figure 1(a) and line 2 of Algorithm 1), either randomly or using design of experiments methods such as via Latin hypercube sampling. The population then proceeds with the MOEA operators of crossover and mutation (see process 2 of Figure 1(a) and line 5 of Algorithm 1). All solution individuals generated, known as offspring, then undergoes fitness evaluations using the original objective functions \( f \) (see process 3a of Figure 1(a) and line 17 of Algorithm 1). In addition, all unique individual solutions and their associated exact fitness values of \( f \) obtained during the MOEA search are archived in a centralized database \( \mathcal{D} \). Using the fitness values associated with each individuals in the population, the subsequent population is formed via the MOEA selection operator (see process 4 of Figure 1(a) and line 21 of Algorithm 1) in Pareto dominance MOEA, the Pareto front rank of each individual is used as one of the criteria in the selection operator, as defined by Eqn. (2). This process of MOEA search then continues until the computational budget set is exhausted or some other user specified termination criteria are met. When the algorithm ends, the non-dominated solutions are attained (see process 5 in Figure 1(a) and line 24 of Algorithm 1).
B. Pareto Rank Learning in Multi-objective Evolutionary Algorithms

In this paper, we are interested in cases where the assessment of \( f(s) \) is “expensive”, and it is desirable to obtain a near true-Pareto optimal solution under limited computational budget. The workflow of the MOEAs with the proposed Pareto Rank Learning scheme embedded, to enhance the efficiency of the evolutionary search on “expensive” problems, is depicted by process 3b(i, ii, iii and iv) of Figure 1(b).

For the sake of readability, we outline the Pareto Rank Learning Multi-objective Evolutionary Algorithms as three subsections, with the first focusing on the general workflow of the Pareto rank learning scheme, before proceeding to the details of the surrogate modelling algorithm and implementations and lastly an example of the Pareto ranking surrogate in MOEA at work is illustrated.

1) Workflow of Pareto Rank Learning: After some generations of performing the classical MOEA search, specifically when ample data points for surrogate building have been collated in database \( D \), Pareto Rank Learning kicks in, where learning and construction of surrogate models that approximate the Pareto front ranks for the solutions of the “expensive” problem begin. These surrogates are statistical models that are many orders of magnitude cheaper to run and used in lieu of the “expensive” problem during the MOEA search. In contrast to previous works on surrogate-assisted MOEAs for solving “expensive” problems as stated earlier, the core novelty of our work here lies in the construction of surrogates that directly model the Pareto front ranks of the offspring, in favor of those efforts that tried to regress the fitness values [13], [14], [15], [16].

Subsequently, the constructed Pareto Ranking surrogate model is used to assess and categorize individuals of the offspring into their respective Pareto front rank. The predictions produced by the surrogate model thus serves to pre-screen the offspring such that only the elite solution individuals, i.e., those offspring that are grouped at higher rank(s) are more worthy to undergo exact assessments or evaluations based on the original “expensive” objectives \( f \). This reduces the unnecessary “expensive” evaluations of inferior offspring whose Pareto front ranks in the population are anticipated to be poor, thus arriving at near the true Pareto front more efficiently. In the present study, we employ an elitism scheme where only solutions inferred as Pareto front rank 1 would undergo the

**Algorithm 1 Pareto Rank Learning (PRL) scheme in a classical MOEA**

1. Set \( t=0 \) (Generation counter)
2. An initial population \( P_t \) is generated and then evaluated using \( f(.) \).
3. \( D/P_t \) (an archive to store all evaluated solutions)
4. **while** Stopping criteria is not reached **do**
5. Perform crossover and mutation to create new population \( Q_t \) from \( P_t \)
6. \( E_t = \emptyset \) (evaluated \((s, f(s))\) solution in generation \( t \))
7. **if** \( t \geq g \) (i.e., size of the archive has amply evaluated solution samples for reliable training) **then**
8. sort \( D \) into independent Pareto front ranks \( F = \{F_1, \ldots, F_k, \ldots, F_K\} \), see Eqn. (2)
9. Construct Pareto ranking model \( M(F) \)
10. for all \( Q_t \) do
11. \( \hat{Q}_t \) is predicted as rank one by \( M \), i.e., \( \hat{r} = 1 \) in Eqn. (4) then
12. evaluate \( Q_t \) using \( f(.) \)
13. \( E_t = E_t \cup \hat{Q}_t \)
14. **end if**
15. **end for**
16. **else**
17. evaluate \( Q_t \) using \( f(.) \)
18. \( E_t = Q_t \)
19. **end if**
20. \( D = D \cup E_t \)
21. \( P_{t+1}=\)select the next population from \( E_t \cup P_t \)
22. \( t=t+1 \)
23. **end while**
24. **return** Non-dominated solutions of \( P_t \)

Fig. 1: Workflow of Pareto Rank Learning Multi-objective Evolutionary Algorithms. Subfigures (a) and (b) depicts the processes of the classical MOEA and Pareto Rank Learning scheme, respectively.
with 3 Pareto front ranks, i.e., $K = 3$ for $F = (F_1, \ldots, F_K)$. The dotted curves denote the decision boundaries defining the Pareto front ranks as modelled in the Pareto ranking surrogate.

Using the sorted archived solutions $\mathcal{F}$, a Pareto Rank surrogate model $\mathcal{M}$ is subsequently built. The backbone of our scheme includes a statistical learning algorithm to build the surrogate $\mathcal{M}$ from $\mathcal{F}$ that models the Pareto front ranks of the offspring for each MOEA search generation. If $s_i$ denotes the $i$th solution of the sorted solutions set $\mathcal{F} = \{F_1, \ldots, F_k, \ldots, F_K\}$ according to their $k$ Pareto front rank (i.e., as denoted in line 8 of Algorithm 1) and $r_i$ denotes the Pareto front rank of $s_i$, without loss of generality, we describe here the process for constructing the Pareto ranking surrogate model based on the well-established Support Vector Machine (SVM) [17], [18], [19], [20]. In particular, we considered Ordinal SVM surrogate models here [17] (although it is worth noting that other forms of learning machines may also apply), which takes the following form:

$$\min_{w, \theta} \frac{1}{2}||w||^2 + \frac{1}{2}||\theta||^2 + C \sum_{i=1}^{N} \ell(h(s_i), r_i, \theta)$$ \hspace{1cm} (3)$$

where $w \in \mathbb{R}^d$ are the surrogate model variables, $\theta_k$ is the decision boundaries between rank $k$ and $k + 1$ of the $K$ Pareto front. $\theta_0$ and $\theta_K$ are defined as $-\infty$ and $+\infty$, respectively. $C$ is the parameter that trade-offs the amount of regularization against the loss function $\ell(\cdot)$ and $h(s_i) = w^T s_i$. Using the Pareto front surrogate model, the rank $\hat{r}$ of each given offspring $s$ is predicted as:

$$\hat{r} = \sum_{k=0}^{K} I[h(s) \geq \theta_k]$$ \hspace{1cm} (4)$$

where $I[\cdot]$ is an indicator function which returns one if the predicate holds, otherwise a zero is returned. Thus an output of rank $k$ is given when $h(s)$ falls between $\theta_{k-1}$ and $\theta_k$.

3) An Illustration Example of the Pareto Ranking Surrogate in MOEA at Work: To illustrate the course of actions by the Pareto ranking surrogate in a MOEA search, we consider the example of a two-objectives evolutionary problem in Figure 2 where the sorted archived solutions of database $D$ at $t$ generation are categorized into three Pareto front ranks. A Pareto ranking surrogate is then built, with the offspring solutions lying below the $\theta_1$ decision boundary modeled to produce an output of rank 1, solutions between $\theta_1$ and $\theta_2$ decision boundaries as rank 2, while those above $\theta_2$ decision boundary modeled as rank 3. Using the trained Pareto ranking surrogate model, the Pareto front rank of the offspring at $t + 1$ generation of the MOEA search can then be inferred without calls to the “expensive” objectives $f(.)$.

III. EXPERIMENTAL STUDY

In the present section, the proposed Pareto Rank Learning scheme is used to enhance the classical NSGA-II [3] and investigated on 19 benchmark multi-objective problems (MOPs). Numerical studies of the scheme is then performed by pitting the Pareto rank learning NSGA-II against three state-of-the-art baseline algorithms, namely SPEA2 [4], MOEA/D [21] and the classical NSGA-II [3]. The set of benchmark problems includes UF1 to UF7, ZDT1 to ZDT6 except ZDT5 and DTLZ1 to DTLZ7 [22]. For the sake of consistency, the experimental studies of all algorithms are conducted on a common platform based on jMetal 3.1 [22].

In the present study, the population size is configured to 100. Independent studies for limited computational budgets of 2000 and 4000 evaluations are considered. In order to obtain statistically significant results, 30 independent runs are conducted on each test problem. To facilitate a fair comparison between the algorithms, common seeds in the random number generator are used for the algorithms in comparison across all the 30 independent runs. Hence, the classical NSGA-II and Pareto rank learning enhanced NSGA-II are ensured to share a common set of non-dominated solutions in the first $g$ generations of each run, before the effects of the Pareto
rank learning scheme begins to bite. In the experimental study, $g$ is initialized to 10, and the Pareto Ranking model is built using the ordinal SVM algorithm described in [17] with Gaussian kernel and other default parameters. Three performance metrics, i.e., Generational Distance, Inverted Generational Distance and Hypervolume, are reported in the experimental results. The reported results are the mean values of each performance metric and the statistical significance are then carried out using statistical pairwise t-test.

A. Results of PRL Enhanced MOEA and Baseline Algorithms for Computational Budget of 2000 Evaluations

The detailed search performances of the Pareto Rank Learning enhanced NSGA-II and state-of-the-art baseline algorithms in terms of Generational Distance, Inverted Generational Distance and Hypervolume are tabulated in Tables I, II and III, respectively. Note that lower values of Generational Distance and Inverted Generational Distance are desirable while a higher value for Hypervolume is desired.

From the results in Tables I, II and III, it can be observed that all three baseline algorithms, i.e., SPEA2, MOEA/D and NSGA-II, fared significantly poorer than the PRL enhanced NSGA-II when at least 12 out of the 19 problems considered. For the sake of conciseness and precision, Table IV summarises the number of problems that a particular algorithm is significantly better or poorer, or insignificantly better or poorer (competitive) relative to another algorithm in terms of Generational Distance (see sub-Table (a)), Inverted Generational Distance (see sub-Table (b)) and Hypervolume (see sub-Table (c)). Overall, the PRL enhanced NSGA-II is shown to significantly outperform SPEA2 on 19/19, 18/19, 13/19, MOEA/D on 16/19, 15/19, 13/19, and the classical NSGA-II on 18/19, 15/19, 12/19, of the problems in terms of Generational Distance, Inverted Generational Distance and Hypervolume, respectively, under a limited computational budget of 2000 evaluations.

Furthermore, under a limited computational budget of evaluations, the details results in I, II and III and the summarized results in Table IV indicated that in overall the classical NSGA-II performed significantly better than SPEA2 on 15, 15, 9 and MOEA/D on 15, 12, 10 out of the 19 problems considered for Generational Distance, Inverted Generational Distance and Hypervolume, respectively. Taking this cue, in the next subsection, we perform a detailed analysis of the proposed Pareto Rank Learning enhanced NSGA-II and the classical NSGA-II for a limited computational budget of up to 4000 exact evaluations.

B. Analysis of PRL and NSGA-II Enhanced NSGA-II with a Computational Budget of up to 4000 evaluations.

Here, we present a detailed analysis on the convergence of NSGA-II and PRL enhanced NSGA-II for a computational budget of up to 4000 exact evaluations and showcases the different stages of the MOEAs search. Recall that the Pareto

3http://www.work.caltech.edu/~htlin/program/libsvm/#ordinal

<table>
<thead>
<tr>
<th>Table I: Results of Generational Distance at 2000 evaluations. +, ≈ and — denote whether the algorithm is significantly better, insignificantly better or poorer (competitive) and significantly poorer, respectively, than the PRL enhanced NSGA-II. Each cell is represented as $V(S)X$ where $V$, $S$ and $X$ are the mean value of the Generational Distance, standard deviation value and significant symbols (i.e., +, ≈ or —), respectively. PRL denotes Pareto Rank Learning and it enhanced on NSGA-II. The bold values indicate PRL enhanced NSGA-II is significantly better than all three baseline algorithms considered.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TABLE I:</strong> Results of Generational Distance at 2000 evaluations. Refer to Table I for more detailed description.</td>
</tr>
</tbody>
</table>

Rank Learning scheme begins to take effect only after 10 generations (1000 exact evaluations), since $g = 10$ as stated in the experimental setup. Thus the classical NSGA-II and PRL enhanced NSGA-II share common initial populations in the first 1000 evaluations since common seeds in the random number generator are employed. Thus we summarize in Figure 3 the percentage of problems that the PRL enhanced NSGA-II outperforms significantly or insignificantly better or under-performs significantly over the classical NSGA-II, for
TABLE III: Results of Hypervolume at 2000 evaluations. Refer to Table I for more detailed description.

<table>
<thead>
<tr>
<th></th>
<th>SPEA2</th>
<th>MOEA/D</th>
<th>NSGA-II</th>
<th>PRL</th>
</tr>
</thead>
<tbody>
<tr>
<td>UF1</td>
<td>0.4053(0.0138)</td>
<td>0.2841(0.0294)</td>
<td>0.4214(0.0143)</td>
<td>0.4575(0.0116)</td>
</tr>
<tr>
<td>UF2</td>
<td>0.4121(0.0208)</td>
<td>0.2305(0.0321)</td>
<td>0.4391(0.0174)</td>
<td>0.5232(0.0145)</td>
</tr>
<tr>
<td>UF3</td>
<td>0.0487(0.0174)</td>
<td>0.0595(0.0105)</td>
<td>0.0495(0.0239)</td>
<td>0.1031(0.0191)</td>
</tr>
<tr>
<td>UF4</td>
<td>0.1145(0.0024)</td>
<td>0.1090(0.0037)</td>
<td>0.1170(0.0029)</td>
<td>0.1318(0.0056)</td>
</tr>
<tr>
<td>UF5</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
</tr>
<tr>
<td>UF6</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
<td>0.0001(0.0005)</td>
<td>0.0035(0.0070)</td>
</tr>
<tr>
<td>UF7</td>
<td>0.2700(0.0166)</td>
<td>0.1284(0.0347)</td>
<td>0.2953(0.0188)</td>
<td>0.3537(0.0126)</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>0.1515(0.0135)</td>
<td>0.1596(0.0108)</td>
<td>0.1670(0.0082)</td>
<td>0.1929(0.0051)</td>
</tr>
<tr>
<td>DTLZ3</td>
<td>0.0000(0.0000)</td>
<td>0.0011(0.0061)</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>0.0749(0.0677)</td>
<td>0.0279(0.0315)</td>
<td>0.1064(0.0662)</td>
<td>0.1386(0.0851)</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>0.0014(0.0000)</td>
<td>0.1596(0.0108)</td>
<td>0.1669(0.0081)</td>
<td>0.1927(0.0050)</td>
</tr>
<tr>
<td>DTLZ6</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
</tr>
<tr>
<td>DTLZ7</td>
<td>0.0000(0.0000)</td>
<td>0.0000(0.0000)</td>
<td>0.0012(0.0022)</td>
<td>0.0533(0.0234)</td>
</tr>
</tbody>
</table>

TABLE IV: Number of test problems that a particular algorithm is significantly better or poorer using various performance metrics at 2000 evaluations. W, D, and L denote the number of test problems that the algorithm on the column is significantly better, insignificantly better or poorer (competitive) and significantly poorer, respectively, than the algorithm on the row. PRL denotes Pareto Rank Learning and it enhanced on NSGA-II.

<table>
<thead>
<tr>
<th></th>
<th>SPEA2</th>
<th>MOEA/D</th>
<th>NSGA-II</th>
<th>PRL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W</td>
<td>D</td>
<td>L</td>
<td>W</td>
</tr>
<tr>
<td>SPEA2</td>
<td>5</td>
<td>0</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>MOEA/D</td>
<td>15</td>
<td>4</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>PRL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOEA/D</td>
<td>6</td>
<td>1</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>15</td>
<td>4</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>PRL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSGA-II</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>PRL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3: Percentage of all the 19 test problems, for a limited computational budget of up to 4000 evaluations, where the PRL enhanced NSGA-II is significantly or insignificantly better or poorer than the classical NSGA-II. The x-axis denotes the number of “expensive” evaluations call to f(·).

NSGA-II remains to significantly outperform the NSGA-II on these two test problems. In what follows, we conducted further analysis on the converged non-dominated solutions of the algorithms for representative problems where the Pareto Rank Learning scheme has been successful in bringing about significant cost savings and another where the PRL enhanced NSGA-II under-performed the classical NSGA-II.

The detailed analysis on problem ZDT1 depicted in Figure 4 showcases the non-dominated solutions obtained by the PRL enhanced NSGA-II and classical NSGA-II algorithms for every 500 evaluations until the maximum budget of 4000 evaluations is reached. At each 500 evaluation intervals, the non-dominated solutions of PRL enhanced NSGA-II are noted to be consistently closer to the true Pareto front (TPF) than those of NSGA-II. In addition, the acceleration of non-dominated solutions in the PRL enhanced NSGA in converging to the TPF can be noted to surpass over the classical NSGA-II from 2000 evaluations. Eventually, the converged non-dominated solutions of PRL enhanced NSGA-II become inseparable from that of TPF at end of 4000 evaluations.

Figure 5, on the other hand, depicts the non-dominated solutions obtained of the UF7 test problem. It can be observed that the non-dominated solutions obtained by PRL enhanced NSGA-II appears to be closer to the true Pareto front than that of classical NSGA-II, i.e., majority of the non-dominated solutions of NSGA-II seem to be dominated by the solutions obtained via PRL enhanced NSGA-II, despite the Inverted Generational Distance metric indicating otherwise. In what follows, we analyze the reason for the seemingly contradicting observations. The Inverted Generational Distance metric gives the nearest distance between each of the non-dominated solutions of TPF and the converged non-dominated solutions of the respective algorithms. In subplot 5(f), it can be observed that portion of the non-dominated solutions of the TPF (as denoted by the oval shape curve) are generally nearer to the non-dominated solutions of the classical NSGA-II, thus leading to the lower values in Inverted Generational Distance for NSGA-II.
The non-dominated solutions of NSGA-II and PRL enhanced NSGA-II for all 30 runs on ZDT1. TPF denotes the true Pareto front. The x-axis and y-axis represent the first and second objectives of ZDT1, respectively.

In addition, the non-dominated solutions of NSGA-II inside the oval bounding curve are not penalized by Inverted Generational Distance metric since there exists another non-dominated solution from NSGA-II that is nearer to the true Pareto solution of which the first objective has value one. Thus, it is a result of these biases in the Inverted Generational Distance metric that the PRL enhanced NSGA-II has been assessed to significantly under-performed the classical NSGA-II. Apparently, our detailed analysis on the UF1 problem also uncovered the same issues in the Inverted Generational Distance metric. Thus, the Inverted Generational Distance does not always serve as an appropriate indicator for accessing non-dominated solutions, particularly on those obtained on UF1 and UF7. In summary of this paper under limited expensive evaluations of 4000, the non-dominated solutions of the PRL enhanced NSGA-II are in overall nearer to the true Pareto front than that of NSGA-II.

Finally, we present in Figure 6 the converged non-dominated solutions obtained by the classical NSGA-II and PRL enhanced NSGA-II at 4000 evaluations for some of the other problems considered in the study, with Subfigures 6(a), 6(b), 6(c), 6(d), 6(e), 6(f) and 6(g) depicting the representative convex, concave and discontinuous test problems. From the figure, it can be observed that in overall the non-dominated solutions attained by PRL enhanced NSGA-II are closer to the true Pareto front than those of the classical NSGA-II. In particular, it can be clearly seen in Subfigures 6(e), 6(f) and 6(h) that the non-dominated solutions of the PRL enhanced NSGA-II have converged close to the true Pareto front, whereas the non-dominated solutions obtained by NSGA-II remain quite some distances away.

IV. CONCLUSION AND FUTURE WORK

In this paper, a Pareto Rank Learning scheme is proposed for enhancing multi-objective evolutionary optimization on problems that are either costly or hazardous to construct or extremely computationally intensive to compute. In contrast to the building of regression models for each separate objective in predicting the fitness values of the potential solutions in surrogate-assisted multi-objective evolutionary search, through learning from the solutions archived along the search the proposed Pareto Rank Learning scheme constructs surrogate models that predict the Pareto front ranks of the offspring for the multiple objectives simultaneously. By limiting the “expensive” evaluations to only the elite solutions, numerous numbers of unnecessary evaluations on the inferior solutions can be avoided, thus arriving at near the true Pareto front more efficiently. Experimental study on 19 multi-objective problems have also been made on various state-of-the-art algorithms, including the Pareto Rank Learning enhanced NSGA-II. Experimental results have been reported to show that the Pareto Rank Learning enhanced NSGA-II converged to the true Pareto front significantly faster than the classical NSGA-II on many of the test problems considered. Hence, in the manifest of limited resources, the Pareto Rank Learning scheme thus serves as an indispensable tool. This preliminary study of the Pareto Rank Learning in Pareto-Dominance MOEA thus opens up broad opportunities for future works on more general MOEAs.
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Fig. 6: The non-dominated solutions of NSGA-II and PRL enhanced NSGA-II for all 30 runs on the various problems at 4000 evaluations. TPF denotes the true Pareto front. The x-axis and y-axis denote the first and second objective of the optimization problem, respectively.
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