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Abstract

The modern aircraft is an important part of today’s society. Its design is multidisciplinary in nature and is characterized by complex analyses of mutually interdependent disciplines and large search spaces. Machine
learning has, historically, played a significant role in aircraft design, primarily by approximating expensive physics-
based numerical simulations. In this work, we summarize the current role of machine learning in this application
domain, and highlight the opportunity of incorporating recent advances in the field to further its impact. Specifically,
regression models (or surrogate models) that represent a major portion of the current efforts are generally built from
scratch assuming a zero prior knowledge state, only relying on data from the ongoing target problem of interest.
However, due to the incremental nature of design processes, there likely exists relevant knowledge from various
related sources that can potentially be leveraged. As such, we present three relatively advanced machine learning
technologies that facilitate automatic knowledge transfer in order to improve design performance. Subsequently,
we demonstrate the efficacy of one of these technologies, i.e. transfer learning, on two use cases of aircraft engine
design yielding noteworthy results. Our aim is to unveil this new application as a well-suited arena for the salient
features of knowledge transfer in machine learning to come to the fore, thereby encouraging future research efforts.

I. INTRODUCTION

The modern-day aircraft is an integral part of today’s society. It provides access to fast, efficient
long distance travel and has facilitated the growth of many important areas such as international politics,
economics, and medicine. Its design is an extremely complex task that involves the interactions of a variety
of mutually interdependent systems. In addition to strict safety standards and performance requirements,
they must often be tailored to a particular application or mission [1]. Despite these challenges, great strides
have been made in the design effort since the first successful wood and fabric based construction by the
Wright brothers in 1903. In particular, Aviation received a major boost during World War II with the
success of the Rolls-Royce Supermarine Spitfire in the Battle of Britain victory of 1940 [2]. Since then,
considerable improvements have been accomplished in all technical areas. Fundamental properties such
as lift, drag, weight and flight performances are now well understood. Computational methods and tools
have been steadily improved and their accuracy verified by substantial empirical data. However, despite
these noteworthy advancements, aircraft design remains extremely laborious and time-consuming, taking
as much as 6 years from the initial conception to the first product delivery [3].

The design of an aircraft is a multidisciplinary effort and is characterized by complex analyses with large
search spaces involving many disciplines. Ignoring the disciplinary boundaries, a multidisciplinary design
optimization (MDO) problem can be framed as a nonlinear programming task with a goal of optimizing the
objective(s) subject to a set of constraints. However, the disciplinary analyses that model the behavior of
the system components are mutually interdependent, i.e. one must account for components interacting with
one another through coupling variables or scenarios wherein the outputs of one analysis (corresponding
to a particular component) are the inputs of another. Further, the objectives and constraints themselves are evaluated from the analyses outputs of multiple disciplines. The key challenge, therefore, is to effectively and efficiently manage the couplings of the system. It should be noted that this interdependence is sometimes suppressed in favor of single-discipline optimizations occurring sequentially or in parallel. Nevertheless, it is naturally regarded that a proper consideration of these interdependencies will result in a more accurate approximation of the actual system behavior [4].

While simple design efforts may be adequately completed by a single master designer, the complexity and level of detail required for the modern day aircraft necessitate a more thorough treatment. Generally, aircraft design requires the involvement of groups of specialists and sound mathematical formulations (or architectures) to manage the disciplinary interdependencies. In addition to numerous applications of MDO on a wide variety of systems (e.g. aircraft [5], buildings [6], wind turbines [7]), the development of MDO architectures is an active field of research and a number of surveys have been published over the last two decades [8]–[11]. Many include discussions on monolithic and distributed MDO architectures, where the former refers to formulations that cast the MDO task as a single optimization problem, while the latter refers to formulations that decompose the overall optimization problem into smaller subproblems. Fairly recently, Martins and Lambe [4] presented a comprehensive survey of all existing architectures including a comparison of the various features, merits, and performances.

In all variants of MDO architectures, a critical component is the engineering analyses. In the past, these tasks were performed manually using (often oversimplified) analytical theory and/or labor intensive physical experimentation [12]. With the advent of high-performance computing and the advancements of computational engineering methods, modern analyses heavily utilize physics-based numerical simulations, where mathematical models of physical systems are solved for a discretized domain. However, the significant improvements to accuracy, particularly for large-scale complex systems, come at a price. Computational fluid dynamics (CFD) simulations, for example, can take anywhere from several minutes to several weeks per simulation [13], depending on the complexity of the system and the desired level of accuracy. As each MDO task may require hundreds or thousands of such simulations, there are strong financial motivations to find ways of speeding up the analysis procedures.

Machine learning, a cornerstone of artificial and computational intelligence defined loosely as a means to build approximations from data, has played a key role in reducing the impact of the aforementioned challenge. The tools offered have been successfully applied in a host of practical domains spanning natural language processing [14], computer vision [15], [16], recommender systems [17], etc. In aircraft design,
Machine learning is predominantly used for approximating the expensive physics-based simulations using supervised regression models, or more commonly, surrogate models. Its application has been widespread throughout various stages of aircraft design. However, despite the promising outcomes achieved thus far, it is deemed that the full capabilities of machine learning are yet to be fully unveiled and exploited in this domain.

In the present paper, we summarize the efforts by the aerospace community to apply machine learning in aircraft design, and highlight the new opportunities presented by recent advances in the field to further its impact. Specifically, it is noted that in current practices surrogate models are typically built from scratch assuming zero prior knowledge, only relying on data sampled from the ongoing target problem of interest. However, it is contended that any practically useful intelligent system in an industrial setting will be faced with a large number of problems over a lifetime, with the problems likely sharing domain-specific overlaps. With this in mind, we describe three relatively advanced machine learning technologies that are especially developed to enable automatic knowledge transfer as a means of improving upon existing tabula rasa efforts. Our aim is to unveil meta-machine learning as a promising approach to enhance the efficiency of aircraft design and facilitate the realization of a more agile design process [18], [19]. Specifically, improving design procedures and methodologies so as to allow for rapid adaptation to change, lower development costs, and shorter time-to-market. The remainder of the paper is organized as follows: Section II provides an overview of the general role of machine learning in aircraft design; Section III sheds light on several potential directions for enhancing the future impact of machine learning through the incorporation of automatic knowledge transfer; Section IV presents an illustrative experimental case study; Section V concludes the paper.

II. THE GENERAL ROLE OF MACHINE LEARNING IN AIRCRAFT DESIGN

Predominantly, machine learning appears in the form of supervised regression models, more commonly known as surrogate modeling, in engineering (including aircraft design) [20], [21]. Multiple surveys have been published regarding this particular application [22]–[24], detailing factors such as design of experiments, and cross-validation procedures, in addition to the specificities of the machine learning algorithms themselves. The range of regression model types that have been used in the past is quite large. These include polynomial regression (the 2nd order variant in particular) [25]–[27], neural networks [28]–[30], Gaussian process (or kriging) [31]–[33], co-kriging [34], support vector regression [35], [36] and radial basis functions [30].
Next, we briefly discuss the use of machine learning in two areas of aerospace applications that have drawn considerable research interest: (1) data-driven surrogate models of physical phenomena, and (2) machine-learning complemented physics simulations. The list of works described herein is not comprehensive but is rather a representative subset meant to provide a general impression of the concentration of efforts in this domain. Notably, a common facet of existing works is their rather myopic view of an ongoing target problem at hand; often overlooking the possibility of automatically extracting and transferring knowledge across different problems (that may well share underlying commonalities) to enhance the outcome of machine learning. This observation illuminates a key deficiency of current practices that is holding back the efficacy of machine learning in aircraft design, thereby motivating the future research directions that are sketched in Section III.

A. Data-driven Surrogate Models of Physical Phenomena

In aircraft design, regression models are widely used to approximate expensive physics-based numerical simulations [37]. For example, Huang et al. [38] presented the design optimization of an aeroengine turbine disc under thermal and mechanical loads. To reduce computational cost, the authors constructed a kriging regression model which approximates the computational structural mechanics analysis of the engine component. In [39], Papila et al. presented a shape optimization effort of a two-stage supersonic turbine involving \( O(10) \) design variables. In their optimization framework, the authors utilized a combination of radial-basis neural networks and polynomial regression in order to approximate the expensive CFD numerical simulations. In [40], Sellar et al. proposed an MDO framework that utilized neural networks to approximate non-discipline level information (i.e. outputs from other subsystems) in order to improve overall system optimization performance.

Another typical application of regression models is to facilitate the use of variable-fidelity physics simulations. To elaborate, high-fidelity simulation models are more accurate but at the cost of being very computationally expensive, while on the other hand, low-fidelity models are cheaper but less accurate. In [41], a kriging response surface was utilized to predict the difference between a high-fidelity CFD simulation and a low-fidelity empirical tool. The kriging model was then used in conjunction with the empirical tool in an optimization process and was found to be more accurate than simple response surfaces built on the CFD data directly. In [42], Jaeggi et al. utilized a sparse pseudo-input Gaussian process regression model to predict the divergence between low and high-fidelity CFD simulations, which then served as a proxy for simulation risk to be optimized along with other performance measures in a multi-objective optimization algorithm. In this way, the model can be used to guide engineers in deploying CFD
simulations of appropriate fidelity in order to make better use of computational resources and develop designs that are minimally affected by simulation error. More recently, Minisci and Vasile [43] applied a neural network-based approximation model in place of full CFD simulations to calculate the forces acting on an unmanned space vehicle. Interestingly, the database for training the network was updated by a multi-fidelity approach, such that low-fidelity models were used for global sampling while high-fidelity ones were used for the local refinements.

B. Machine Learning Complemented Physics Simulation

The governing equations of CFD, known as the Navier-Stokes equations, are a set of highly complex partial differential equations (PDEs) that do not have an analytical solution and must be solved numerically. However, a direct numerical simulation of these equations can be extremely expensive, especially in the case of turbulent flows ubiquitous in aerospace applications. As such, a common simplification is to solve the Reynolds-Averaged Navier-Stokes (RANS) equations instead. The turbulence modeling closure terms, a critical component of the RANS approach, is derived mostly based on ad-hoc heuristics that can produce erroneous results under certain unseen flow regimes. In [44], the basic idea proposed was that in order to enhance the consistency and accuracy of RANS, generalizable machine learning algorithms can be used to build a representation of turbulence modeling closure terms. To demonstrate the feasibility of this idea, the authors first trained a neural network using data from a set of RANS-based CFD runs with the Spalart-Allamaras (SA) turbulence model. They then ran a new set of RANS-based CFD runs using the neural network as the turbulence model instead, and showed that the original results were successfully reproduced. In [45], [46], a methodology was presented to identify a correction factor that could account for deficiencies in simplified physics-based models (e.g. RANS equations) in comparison to more precise higher-fidelity direct numerical simulations [47]. Using inverse modeling, the authors first identified these correction factors for multiple variations of a problem and then built a Gaussian process regression model to learn the correction factor as a function of problem-specific features. The learned model was thereafter injected into the simplified physics simulations to produce more accurate results.

The numerical solution of PDEs that govern all physical phenomena rely on specialized mathematical techniques, of which the finite element method and the finite volume method are among the most popular. These methods have been widely used in a variety of simulation settings from structural mechanics to fluid mechanics. The first step of a finite element or finite volume analysis is to create an appropriate discretization of the physical domain (to form what is often referred to as a mesh). Regions of high interest require a dense mesh in order to precisely capture all relevant physics, while other regions can be made
Fig. 1: Illustration of transfer learning applied to a generic optimization algorithm. In the design effort of Project A, knowledge from a related (but distinct) Project B is used to enhance optimization performance. coarser in order to reduce computational overhead [48]. Improper design of the mesh can drastically affect the accuracy of the simulation. Therefore, the mesh (or discretization) must often be adaptively refined during the simulation in order to adapt the precision of the numerical computations - a process which can be expensive. In [48], [49], the idea of building an expert system that is able to automatically determine the resolution of the mesh to be used for the analysis (by learning from a database of geometries of similar type) was proposed. The application of self-organizing neural networks for mesh generation has also been considered in [50], [51]. In these works, the authors assumed that the mesh density for a given geometry is provided (e.g. by an expert system as discussed above) and the self-organizing neural network is used to automatically generate the mesh while ensuring that user-specified constraints are met (e.g. triangular vs quadrilateral elements, well-proportioned elements, appropriate interior angles, etc.).

III. FUTURE DIRECTIONS FOR MACHINE LEARNING IN AIRCRAFT DESIGN

Despite the advancements achieved through the application of machine learning in aircraft design, there remain certain shortcomings in current methods that open up new directions for future research. Of particular interest to this paper is the observation that most machine learning algorithms require tens, hundreds, or even thousands of training instances to build sufficiently good models capable of making effective predictions. However, in aerospace applications, obtaining even a single data point from a CFD
simulation or physical experiment can be very costly, leading to the threat of problem-specific data-scarcity [52]. As a result, the existing uses of machine learning continue to suffer from the so-called cold start problem where considerable resources are spent in generating the initial database for a given new problem - which can take several hours, days, or even weeks depending on the cost of a single simulation/laboratory experiment [4].

With the above in mind, it is contended that in many industrial settings, especially in various aspects of aircraft design, there likely exists an abundance of relevant data that has been accumulated from related design exercises over several decades of gradual progress. Indeed it is the ability to exploit existing knowledge that often distinguishes a domain expert from an amateur (with zero prior knowledge). Therefore, to push the envelope of machine learning applications in aircraft design - particularly with regard to overcoming the cold start problem which can be a severe bottleneck for tight computational budgets in the face of increasing demands in modern engineering systems - there emerges immense scope for developing algorithms that can automatically extract and transfer knowledge from related design exercises to improve the efficiency of future design efforts. As an illustrative example, recent studies (albeit in a different field of application) have shown that due to the use of Gaussian process regression models facilitating cross-domain knowledge exchange [53], the impetus provided to the optimization search reduces the time taken to find high-quality solutions by as much as 40% compared to traditional methods without transfer [54]. Clearly, such time/cost savings will be of much value in aerospace applications as well, thereby serving as the main motivation behind our subsequent discussions.

The notion of knowledge transfer has however been largely unexplored by the members of the aerospace community, with few notable exceptions. In [55], Han and Görtz proposed a hierarchical kriging model that approximates a high-fidelity function by using a sampled lower-fidelity function for its model trend. Valenzuela et al. [56] proposed a multi-fidelity Gaussian process model that enhances predictions of new concepts using observations from a previous concept with similar trends. These works mark the beginnings of initiatives intending to exploit knowledge transfer within the domain of aircraft design. Doubtless, the members of the aerospace community can further benefit from the large body of research and mathematical rigor provided by machine learning. Accordingly, in this section, we highlight three relatively modern technologies that can help make significant strides in aircraft design by facilitating automatic knowledge transfer across problems and domains in surrogate modeling. The need to consider advanced techniques, in addition to more traditional incremental learning strategies (where problem-specific data appears over time [57]), shall be clarified through numerical case studies in Section IV. In particular, it will be shown that
the direct (naïve) reuse of past knowledge may at times turn out to be worse than no transfer at all if the knowledge is not properly adapted - this is because the features, data distribution, and/or characteristics of target functions (such as the mean and scale parameters) need not precisely match across distinct problems/domains [58].

A. Transfer Learning

The development of complex designs draws heavily from prior knowledge, as *tabula rasa*-style design efforts would be extremely difficult (or impossible) to conduct. This reliance is especially significant in aircraft design, where the enormity of the task necessitates simplifying assumptions made based on technical knowledge and past experiences. This fact, coupled with the incremental nature of design and the preferred decomposition approach of MDO, indicates that there is a great deal of knowledge from past (and in-parallel) projects that can be exploited in order to improve the quality of designs. For instance, an engineering team designing a turbine for an aircraft engine would use, as reference, past designs that have been successful and modify them accordingly to suit the current application. Relevant transferable knowledge may also originate from different parts of the aircraft that may fill a similar role. The fan blades from a low-pressure compressor and a high-pressure compressor of a gas turbine engine, for example, may have similar design characteristics despite the differences in the environments in which they operate.

However, this notion of knowledge transfer in optimization has largely been unexplored with only a few related works published fairly recently [59]–[64]. While prior knowledge incorporation can occur through appropriate problem formulations, the optimization algorithm itself is conducted from scratch i.e. without reusing knowledge (e.g. data or regression models) gathered from previous optimization efforts. As such, a possible research direction is the application of transfer learning as a means to exploit knowledge embedded in sources of information, such as data or regression models, obtained from related but distinct design efforts.

As illustrated in Figure 1, the objective of transfer learning is to improve the learning of the predictive function of a target task using knowledge from a source task, where either the domains or the tasks differ [65]. One suitable use case would be an optimization task of an aircraft engine, for example, in which source information would originate from a design effort to optimize a different engine configuration comprising several recurring parameters and outputs. Another potential use case would be an effort to investigate the addition of new design parameters or an altogether different set of design parameters relative to a prior (source) task.
Both Projects A and B are assisted by a multi-task surrogate model constructed from a combination of data from both projects.

B. Multi-Task Learning

In real-world aircraft designs, it is not uncommon for the total number of design parameters throughout the entire system to number in the thousands. Consider, for example, a generic turbofan engine used by most commercial airliners. Its functionality depends on a host of interdependent systems such as the compressors, turbine, and combustion chamber - each of which is itself reliant on thousands of design variables. Due to effects such as the curse of dimensionality [66] coupled with the high computational cost of precision simulations, a monolithic optimization of the entire design space would be prohibitively expensive.

As such, a common practice is to analyze only a small subset of these design parameters (which constitutes a subproblem). Consequently, there are often different variations of these subproblems that are conditioned on the specific choice of all remaining design parameters. A typical example in aircraft design of such a situation would be the optimization of an aircraft wing. In each variation, the design team may aim to optimize performance parameters (e.g. lift, drag, weight) as a function of the geometry of the wing [67], conditioned on certain fixed variables (e.g. materials, and flight conditions) subsequently varied as part of distinct studies. To elaborate, one variation might study a wing utilizing composite material A
while another, composite material B; each with its own unique set of material properties.

The domain of multi-task learning is uniquely suited for these types of problems. In contrast to transfer learning which leverages on past experiences, multi-task learning assumes that there are multiple related tasks that can be simultaneously solved in order to facilitate knowledge transfer [53], [54], [68]. In the context of multi-task regression, the model aims to learn a mapping as follows: \( f : X \rightarrow \mathbb{R}^N \) where \( X \) represents a common set of input parameters and the \( N \) outputs are considered to belong to different tasks [53].

By learning related tasks together using a shared representation, the generalization performance is contended to improve by exploiting the shared knowledge in the training signals of the related task(s). As illustrated in Figure 2, from an aircraft design perspective, a single multi-task regression model built from data originating from various related design efforts can be used to boost multiple optimization algorithms at the same time - in the spirit of multitask optimization [54], [69]–[71]. Approaching the problem in this manner facilitates knowledge transfer and reduces the overall computational cost of the design effort as the same regions of the parameter space need not be searched repeatedly [54], thereby resulting in the need for fewer expensive numerical (finite element or finite volume) simulations. It is worth noting here that, although the dimensionality for each of the subproblems is expected to be significantly lower than for the entire design space, it could be the case that the common set of input parameters defines a large space for the multi-task regression. In such scenarios, while the arguments in favour of savings in simulations would still hold, the process of multitasking does not rule out the application of classic approaches, such as space reduction techniques [72] (the beginning of Section IV elaborates more on this point).

C. Multi-View Learning

Due to the computationally expensive nature of disciplinary analyses, a common strategy is to approximate the numerical simulations using models of varying fidelity. In certain situations, physical phenomena or structures of interest can be analyzed using either a full 3-D view or even a restricted 2-D/1-D view, depending on the types of statistics the engineer is looking for. For example, while analyzing plate-like structures (which are common in aircraft), one may consider a 3-D discretization if through-thickness effects are of interest, or may emphasize on the 2-D discretization if only the in-plane effects are of paramount importance [73]. Thus, data that provides an understanding of the mechanics from different perspectives is made available in situations where computational budget is a prime limitation.
Fig. 3: Illustration of multi-view learning applied to a generic optimization algorithm. Data from different perspectives of the system under study are used to build a multi-view learning enhanced surrogate model in order to obtain a more robust and accurate approximation of reality.

The domain of multi-view learning is uniquely suited to analyzing multifaceted data-streams of the aforementioned type. This fairly new paradigm jointly learns a function for each perspective in order to exploit the redundant views of the same domain and, consequently, improves prediction performance [74]. This form of learning is characterized by heterogeneous features that can be partitioned into groups (i.e. views). Typical examples of views, in the commonly cited context of person identification, include fingerprints, photographs, and personal identification documents - each with its own set of features. While there have been substantial efforts put into advancing the domain of multi-view learning (e.g. [75] regression, [76] clustering), the application of this particular approach in aircraft design has, thus far, been unexplored.

Multiple viewpoints of a particular component or subsystem generally occur in the form of numerical simulations that emphasize on a specific facet of that component or subsystem (as described previously in the context of plate-like structures). This is often achieved by skewing the fidelity of the simulation in favor of phenomena of interest. For example, in the design optimization effort of a compressor, engineers could model the object with all its 3-dimensional intricacies, detailing the complex shape of each blade,
the effects of gravity, and many other carefully defined minutiae. As these simulations would be extremely expensive, engineers may often restrict the scope of the model by emphasizing only those physical phenomena that are temporarily of the most interest. As illustrated in Figure 3, instead of treating each view independently of the others, multi-view learning could be exploited to provide a much more robust, comprehensive, and consequently accurate approximation of the overall reality.

IV. CASE STUDY

In order to demonstrate the potential of the machine learning paradigms described above, we present next an illustrative case study of simulation data reuse through transfer learning (Section III-A) in the context of aircraft engine design.

A major task in the early phase of the development of a new engine is a preliminary assessment of new design concepts. More precisely, overall engine attributes, such as weight, thrust, or specific fuel consumption, are estimated through simulation for the given design performance parameters of a different kind; e.g. pressures, temperatures, velocities, etc. This space is typically explored with the aim of resolving a good starting design point which will be further refined upon at the component-level analyses that are often based on high-fidelity physics-based numerical simulations. The adoption of surrogate modeling to assist engineers in this search comes as no surprise if we consider the sparseness of the design space that is caused by the (typically) high dimensionality and the significant cost of numerical simulations [77]. Such a broad search space for the task at hand poses some issues to the learning of surrogate models. With no additional information but the simulation data, an insufficient amount of the latter may lead to a poor fit of the response function. Moreover, we are keen on enhancing the quality of the fit so as to improve the accuracy of the starting design points, which calls for even more simulations. On the other hand, we simultaneously seek to reduce the computational cost of the response function approximation process so that the design space can be more rigorously navigated. This brings about the need for enhanced
approaches capable of learning models that make the most effective use of available data, i.e., providing practically admissible prediction performance given a small number of data instances.

A widespread solution direction to deal with these issues relies on space reduction techniques [72]. One broad family of approaches adaptively refine the region of the design space to sample from. However, this implies that a progressively increasing number of “physical” simulations have to be executed at each round. From a complementary point of view, a well-known group of methods aims to identify and remove unimportant input variables, e.g. through sensitivity analysis. It is contended that such a strategy may nevertheless be ineffective in some high-dimensional scenarios since the number of remaining variables continues to be too high.

In contrast to the above, the alternative solution direction advocated in this paper is to reuse the large amounts of simulation data generated from distinct (but possibly related) engine design exercises in the past or progressing concurrently. If the machine learning algorithm is able to effectively exploit the underlying synergy between designs, then an additional pool of simulations would become technically accessible for free. Before proceeding any further, we highlight that data transfer and space reduction can be complementary approaches. Indeed, their proper combination has already been shown to be advantageous in machine learning research [78], [79]; alluding to the possibility of further improvements in surrogate modeling for engine design.

In this case study, we devise two use cases that represent scenarios design engineers commonly face in practice and which readily accommodate a data transfer approach.

*Use Case 1 (UC1)*: In this case, two consecutive studies are conducted, both based on the same engine specifications and both looking at the same responses. Importantly, the study addresses the impact of including an additional design parameter (such as the compressor pressure ratio) to the initial study. A diagram representation of UC1 may be found on the left side of Figure 4.

*Use Case 2 (UC2)*: This use case depicts a scenario where data for a different engine specification to the current one of interest has been captured previously. Some underlying relationship between both engines is indeed recognized (e.g. similar turbojet engines distinguished mainly by the presence or absence of an afterburner). Notably, the current and previous studies consider the same set of design parameters and output responses. The right side of Figure 4 shows a schematic representation of UC2.

In the remainder of this section, we showcase an empirical assessment of the possible improvements to surrogate models that are well within our reach by simply incorporating transfer learning ideas into the aforementioned use cases.
TABLE I: List of the input and output parameters for the previous and current study datasets for UC1 and UC2. For similarly labeled parameters, the subsystem where it affects is indicated inside the parenthesis.

<table>
<thead>
<tr>
<th>Input Parameters</th>
<th>Output Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UC1</strong>&lt;br&gt;<strong>Current Study</strong></td>
<td><strong>UC1</strong>&lt;br&gt;<strong>Previous Study</strong></td>
</tr>
<tr>
<td>Altitude-ft</td>
<td>Altitude-ft</td>
</tr>
<tr>
<td>Fan Bypass Ratio</td>
<td>Fan Bypass Ratio</td>
</tr>
<tr>
<td>Pressure Ratio (Compressor)</td>
<td>Pressure Ratio (Compressor)</td>
</tr>
<tr>
<td>Pressure Ratio (Burner)</td>
<td>Pressure Ratio (Burner)</td>
</tr>
<tr>
<td>Efficiency (Turbine)</td>
<td>Efficiency (Turbine)</td>
</tr>
<tr>
<td>A8/A2 (Nozzle)</td>
<td>-</td>
</tr>
</tbody>
</table>

A. Benchmark Data Generation

For the evaluation of the different methods, benchmark data was generated for each of the use cases by utilizing EngineSim (version v1.8a) [80], a popular open-source simulator developed by NASA Glenn Research Center. For UC2, real-world data was also provided by Rolls-Royce.

EngineSim is a simple, middle-scale simulator of the aircraft propulsion system whose outputs are macroscopic performance measurements, in tune with the preliminary nature of the tasks considered in this demonstration. Additionally, the simulator possesses some desirable properties for benchmarking: it is problem specific, scalable and time economical.

In each use case, 300 engine configurations are simulated for the source (previous study) dataset, and 500 configurations are sampled for the target (current study of interest) dataset. Each dataset is sampled using a latin hypercube design of experiment (DOE) procedure and rescaled to a mean of zero and a standard deviation of one. For UC1, both the current and previous study datasets are generated from the CF6 Turbofan model. More generally, the baseline parameters that specify this engine are identical for both source and target studies. However, the previous study is carried out with 5 input parameters, while the current one has 6 parameters. Table I shows the set of inputs for both datasets. The table also presents the 6 outputs of interest that are considered. In UC2, the target dataset is sampled from the CF6 Turbofan model while the source dataset is sampled from a J85 Turbojet model. In UC2, distinct from UC1, the baseline parameters are different. The input parameters are, however, overlapping for both studies; these

\footnote{For the sake of replicability, all the generated datasets are available for download at https://blogs.ntu.edu.sg/rr-ntucorplab/dacs/dacs-publications/}.
are shown in Table I. The output responses considered are the same as in UC1.

**B. Experimental Evaluation**

As discussed in Section III-A, given a target learning task and knowledge acquired when solving a different source learning task, transfer learning (TL) techniques attempt to improve the learning of the target task using the knowledge from the source. To evaluate the performance enhancement that can be achieved by leveraging ideas from TL, an empirical comparison with a traditional surrogate modeling strategy is carried out. The latter consists of applying Gaussian process regression (GP) [81] - also referred to as kriging - on the target dataset. It is important to note that the TL strategies considered here augment the baseline learning method and, therefore, are used with GP for fairness of comparison.

All GP models utilize a standard squared exponential covariance function. The hyperparameters of each method are determined by approximating the maximum model likelihood for the given data. A conjugate gradient approach is adopted for this search, with a maximum of 200 evaluations. The reported results correspond to the model providing the best objective function value over 10 independent runs with random hyperparameter initializations. The generalization error of each method is approximated through a hold-out scheme where 20 instances from the target dataset are sampled for training, and the remaining 480 instances are used for testing. The error is calculated using the root mean squared error (RMSE) measure.

1) **Evaluation of Use Case 1:** Perhaps one of the simplest TL approaches is to combine source and target data, and then to apply a classical learning method, e.g. GP. To test this Naïve-Transfer GP (NT-GP) in UC1, the 6th parameter is manually added into the source dataset and filled with the mean of the 6th parameter in the target dataset.

Figure 5 shows the RMSE results of two approaches, i.e., the standard GP with no transfer, and the NT-GP. As can be observed, NT-GP outperforms GP in all the outputs, with a dramatic improvement in three. The overall result suggests that in a situation where the input-output functions between the source and target datasets are identical (as a consequence of identical engine specification), even a simple combination of datasets can result in non-trivial improvements to the accuracy of predictions. In general, it is expected that the accuracy of a learning method will improve with an increase in the amount of target training data ([82], ch. 18). Accordingly, the results indicate that when following the traditional GP methodology, a larger volume of physical simulation data is needed in order to approach the performance of NT-GP. This observation is substantiated in Figure 6, where the RMSE of GP trained on a progressively increasing number of simulations is shown. The red star (★) on the horizontal bar in Figure 6 indicates the data size from which GP begins to perform better than the NT-GP. Taking the RMSE of NT-GP as a baseline...
Fig. 5: RMSE values of GP and NT-GP for each output on UC1.

Fig. 6: RMSE for each output with increasing number of simulations for training a GP model. The red segments show the RMSE of NT-GP trained with 20 (target) simulations, and the red stars highlight the points where GP starts outperforming NT-GP.

provides an estimation of the amount of extra simulation data that would need to be generated with GP.

As can be observed, the savings with NT-GP are lower for outputs O1 and O6 (55 and 40 simulations, respectively) than for the rest, which reach up to 190 simulations (O2).

2) Evaluation of Use Case 2: The evaluation for UC2 involves three TL methods: NT-GP, a more sophisticated Adaptive Transfer Gaussian Process (AT-GP) [83], and a Metaheuristic-based Instance Se-
Fig. 7: RMSE values of GP, NT-GP, AT-GP and MIST, for each output on UC2.

lection for Transfer (MIST) approach.

In the first round, NT-GP is once again compared with GP. Unlike UC1, Figure 7 shows that the results of NT-GP are now, generally, worse than GP. Indeed, negative transfer may occur if, due to the dissimilarities in the response surfaces of the source and target engines, the naive combination of those datasets results in adulterated samples from the source distribution that misleads the GP. In general, most TL methods build upon the implicit assumption that the source domain is relevant to the target domain in a certain sense [65]. Therefore, there is a need for approaches that are capable of adapting the source knowledge to be reused by the TL method applied for the target problem at hand. This has been acknowledged to be a critical issue in order to avoid negative transfer [65], [84]. Here we evaluate two such adaptive TL approaches.

AT-GP [83]: GP provides a means for a non-parametric, flexible modeling and subsequent inference on the set of response functions of a domain of interest. For example, in our case, such a domain is given by the input design space and the engine performance output. The correlations among output values at distinct input locations are captured in the covariance matrix resulting from the evaluation of a covariance function $k(\cdot, \cdot)$ on the set of input pairs. In general, inputs that are close to each other, according to the similarity measure defined by $k$, will induce high correlations in the output space. In a scenario with two domains, where one of them is the target, a direct use of $k$ on all the available inputs may lead the model to endorse deceptive dependencies if the source points are not consistent with the correspondence between inputs similarity and output dependencies in the target domain. This suggests that the similarities
between the domains should also be taken into account. AT-GP accounts for the relatedness between the source and target domains through a transfer covariance function explicitly capturing their correlation. More precisely, denoting the source and target domains by $S$ and $T$ respectively, and given two inputs $x, x'$ from either domain, AT-GP employs the following covariance function:

$$k^*(x, x') = \begin{cases} 
\lambda k(x, x'), & x \in S \text{ or } x' \in T \text{ or } x \in T \text{ or } x' \in S \\
 k(x, x'), & \text{otherwise} 
\end{cases}$$

where $k(\cdot, \cdot)$ is any valid covariance function and $\lambda$ is a hyperparameter measuring the correlation between points from $S$ and $T$. Note that, for $k^*$ to represent a valid covariance function, it must be positive semi-definite. This is fulfilled whenever $-1 \leq \lambda \leq 1$.[83]

Through model learning, $\lambda$ is expected to capture the varying transfer strengths between different source-target domain pairs. If a source is highly correlated with the target (either positively or negatively), $|\lambda|$ would approach 1 and the source data points would play an important role in the inference (i.e. output prediction, in our case), mostly if the number of target points is comparatively low. By contrast, for sources completely unrelated to the target, $|\lambda|$ would become 0 and so they would not be taken into account. In this way, the beneficial transfer effect is enhanced and the harmful transfer effect is automatically reduced.

**MIST [52]:** Different to AT-GP, MIST represents a model-independent alternative. In this case, the adaptive strategy consists of automatically selecting the most relevant subset of points from the source dataset. With this aim, we have developed a general approach relying on a search for the optimal subset of source instances that is in tune with the similarity assumption of the TL method at hand. Here the latter is NT-GP. In the scenario of UC2, assuming the DOE sampling method for the source and the target is the same, the underlying marginal distribution of inputs will also be the same. So, the conditional distribution of outputs given the inputs is what determines whether a sample of source points has been drawn from a source distribution equal to the target distribution or not. By keeping only the source points with equal conditional distribution in source and target we obtain a larger, representative sample of the target domain which we would expect to help NT-GP in the building of the GP model. In this case, therefore, we would be using MIST to search for the sources subset that, together with the target points, forms the most representative sample of the target distribution. Notice that if this subset is empty, then the source data is completely irrelevant and therefore no transfer takes place.

More generally, since the objective is to enhance predictive performance, in order to evaluate a candidate source subset, the TL method at hand is run and its generalization error is estimated. This dependence on the TL method implies that the objective function of the optimization problem may vary significantly.
Furthermore, if the predictive behavior of the method is unclear, then the properties of the function may be unknown. Additionally, the size of the search space (i.e. the power set of the source dataset) grows exponentially with the number of source simulations. The MIST approach relies on population-based metaheuristics to address such an ill-defined optimization scenario [85]. These algorithms navigate the search space by iteratively updating a set of candidate solutions (population) until a stopping condition is fulfilled (e.g. a maximum number of iterations). The population update consists of selecting a high-quality subset from the current population, capturing the information about the search space from this subset into a model, and sampling this model to obtain new solutions which may enter the population if the quality is improved. A broad range of search space models has been developed over the years, leading to several families of metaheuristics (e.g. genetic algorithms, differential evolution, etc.).

For this case study, we have augmented our preliminary version of MIST [52] by incorporating an estimation of distribution algorithm [86] in which, at each step of the search, a probability distribution of the most promising solutions (source subsets) encountered so far is estimated with a tree-structured Bayesian network. Since NT-GP learns a GP model by maximizing the likelihood, the contribution of one sample point to this measure is affected by the rest of the points considered in the sample. This indicates that the objective function (generalization error) of the optimization problem is defined on inter-related variables (source data points). Instead of considering these variables as independent throughout the search, using a tree model of the search space allows to capture order-1 dependencies from the promising source points and subsequently sample new solutions taking the dependencies into account. The evaluation of a candidate subset consists of estimating the generalization error of NT-GP by means of an internal k-fold cross-validation scheme where $k = 3$. The population size in MIST is set to 400, and 100 iterations are performed during the search. Since the population is initialized at random, MIST is repeated 10 times to get an estimate of the prediction error of the approach.

As Figure 7 shows, the two adaptive TL methods considered here are able to outperform GP and, more noticeably, NT-GP in almost all the cases. AT-GP achieves the largest improvements in three of the outputs, however, it also shows a slightly worse RMSE (compared to standard GP) for output O3. By contrast, MIST seems to offer a more consistent behavior by producing enhancements over GP across all the outputs. Figure 8 presents the averaged proportion of the source dataset selected after the search in MIST for each output. As can be observed, the percentage does not increase further than about 50%, suggesting that a portion of the source data may not be viable for reuse, while there indeed exists a significant subset that is beneficial. These figures serve to better understand the poor predictions of NT-
Fig. 8: Percentage of source data employed (dark colored) for training an NT-GP model with MIST for each output in UC2.

GP. Notice that the only algorithmic difference between MIST and NT-GP comes from the proportion of source data points that are selected for reuse while learning the GP. In the latter method, it is 100% of the data. This implies that simply via an appropriate selection of points we can make dramatic improvements in surrogate modeling, turning the negative transfer into a positive one. Overall, this observation stresses the importance of a suitable prior investigation into what knowledge to transfer.

3) Results on Real-World Data: In order to further explore their applicability, the TL methods above were tested on real-world data provided by Rolls-Royce that falls under the categorization of UC2. The pair of datasets was sampled using a latin hypercube DOE procedure from two different engines, where the number of source and target simulations were 274 and 100 respectively. Both datasets have the same 5 input parameters and 6 outputs. In this case, a 10-fold cross-validation procedure was used to approximate the generalization error.

As is shown in Figure 9, the significant difference between the performance of GP and NT-GP is a further indication that a more rigorous and adaptive approach is required. Note that this disparity is much larger than was observed in UC2 on EngineSim data (Figure 7). Once again, the two adaptive methods clearly overcome the deficiencies of NT-GP. This time, however, AT-GP offers a moderate improvement over GP. In contrast, MIST shows a dramatic increase in the accuracy of the predictions for all the outputs. In spite of these results, one clear problem with the MIST approach is that it relies on a wrapper strategy in order to find the (sub)optimal subset of source data. While this is advantageous if the goal is to minimize the prediction error, it also limits the scalability of the method. Therefore, the AT-GP method could still be a more desirable option if efficiency is an issue.

Nonetheless, in light of the promising outcomes of these experiments, the investigation of cost-effective refinements of the MIST approach becomes a potential avenue for additional enhancements. More generally, in the field of TL, various algorithms with different strengths and weaknesses have been developed.
Fig. 9: $RMSE$ for GP, NT-GP, AT-GP, and MIST for each output in UC2 of the real-world data. The numbers within the figure window represent the actual values of the orange bars that extend outside the figure.

Aircraft surrogate modeling could be boosted further by leveraging these techniques to address more advanced scenarios, such as the availability of multiple sources of data, or by designing tailored TL methods upon aircraft design-specific domain knowledge.

V. Conclusion

The aircraft plays an extremely important role in the modern-day society. It facilitates long distance travel and the growth of critical areas such as medicine, politics, and trade. Considered an effort in MDO, its design is characterized by complex analyses of mutually interdependent disciplines and large search spaces. To reduce the computational cost of modern disciplinary analyses, many have leveraged machine learning, a cornerstone of artificial and computational intelligence.

The design of an aircraft is generally done incrementally, drawing heavily from past experiences and technical knowledge. Consequently, there exist knowledge from various sources such as previously completed (and in-parallel) projects, components of similar functionality, and multiple fidelity simulations, that can be exploited in order to improve design performance. In this work, we summarize the current role of machine learning in aircraft design and identify a limitation of existing approaches. Specifically, the approximations are built only from data sampled for the current problem of interest, generally overlooking vast sources of relevant information that may be present outside the self-contained scope.
of a particular design task. Subsequently, we discuss three comparatively advanced machine learning technologies (transfer learning, multi-task learning, and multi-view learning) that can help address this issue by facilitating knowledge transfer across design tasks.

Transfer learning utilizes data from source domains in order to augment the approximation of a target domain of interest. In aircraft design, source domains would refer to related previously completed (or in-progress) projects. Multi-task learning, on the other hand, aims to simultaneously learn approximations for multiple variants of a similar domain; sharing information through a unified model representation in order to achieve better performance. It is generally the case that the input spaces between tasks are unaltered. In aircraft MDO, such scenarios can commonly occur when the design optimization of a particular component or subsystem is repeated several times conditioned upon the design of all other components in the overall system. This naturally gives rise to multiple (potentially related) variants of a particular task [87]. Multi-view learning, on the other hand, aims to utilize data from different views or perspectives (generally with differing input spaces) in order to build more accurate approximations. In aircraft design, these varying views could originate from physical simulations that provide an understanding of the system mechanics from different perspectives.

While there exists a fairly large body of research that has been performed thus far in regard to the application of these “advanced” machine learning technologies on a variety of domains, few (or none) have investigated their viability in aircraft design. In this work, we have provided a demonstration of one of these technologies (i.e. transfer learning) in engine design. In general, the transfer learning-enhanced surrogate models have outperformed its traditional counterparts in the two use cases that we have outlined. However, while these results are indeed promising, there remains a great deal of research that remains to be done. It is our hope that this work would help facilitate a merging of the two fields, namely, machine learning and aerospace engineering, to assist in progressing the state-of-the-art in aircraft technologies for the 21st century.
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