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Abstract—This paper proposes a Gaussian process-based co-sub-Pareto front (co-sub PF) surrogate augmentation strategy for evolutionary optimization of computationally expensive multi-objective problems. In the proposed algorithm, a multi-objective problem is decomposed into a number of subproblems, the solution of each of which is used to approximate a portion or sector of the Pareto front (i.e., a subPF). Thereafter, a multi-task Gaussian process model is incorporated to exploit the correlations across the subproblems via joint surrogate model learning. A novel criterion for the utility function is defined on the surrogate landscape to determine the next candidate solution for evaluation using the actual expensive objectives. In addition, a new management strategy for the evaluated solutions is presented for model building. The novel feature of our approach is that it infers multiple subproblems jointly by exploiting the possible dependencies between them, such that knowledge can be transferred across subPFs approximated by the subproblems. Experimental studies under several scenarios indicate that the proposed algorithm outperforms state-of-the-art multi-objective evolutionary algorithms for expensive problems. The parameter sensitivity and effectiveness of the proposed algorithm are analyzed in detail.
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I. INTRODUCTION

Optimizing several conflicting objectives simultaneously is often encountered in the field of science, engineering, business decision-making, etc. This kind of problem is normally regarded as a multi-objective optimization problem (MOP). In various applications, the evaluation of multiple objective functions could be extremely time consuming, and such optimization problems are generally referred to as expensive MOPs [1]. For example, in a reservoir simulation-based optimization problem, the computational cost required for merely one objective function evaluation can even be as much as several days [1].

In the last few decades, evolutionary algorithms (EAs) have surfaced as one of the most prominent approaches for addressing MOPs, and have achieved great success due to their simplicity and effectiveness[2-6]. However, due to the typically large number of function evaluations required by EAs, the reduction of computational burden has emerged as an important and non-trivial issue in the application of EAs to expensive MOPs. Using surrogate models to address this challenge is one of the most popular approaches. To put it simply, a surrogate-assisted evolutionary algorithm (SAEA) uses computationally cheap approximations of the actual objective functions to quickly progress the search. These methods have been found helpful in improving the efficiency of vanilla EAs by reducing the number of exact function evaluations in the search of high quality solutions [7], including optimization in noisy environments [8], or solving multi-modal problems with rugged fitness landscapes [9]. Some SAEAs have even been proposed to handle expensive constrained optimization problems [11-16] which are of growing practical interest. What is more, surrogate-assistance can be useful in dealing with a variety of other kinds of problems, such as in interactive evolutionary computation [17], dynamic optimization [18-19], robust optimization [20], etc. It is worth noting that, recently, some SAEAs have been applied to large-scale expensive optimization problems as well [21-23].

Gaussian Process (GP), neural networks, support vector regression, and polynomial approximation are popularly used surrogate techniques in SAEAs. They are also combined with other nature-inspired optimization techniques, such as swarm intelligence approaches, to improve problem-solving [24-34]. Among existing approaches, GP has perhaps most commonly been employed as a surrogate model in evolutionary optimization since it provides an estimate of the fitness (predicted mean of the objective function value) together with an estimate of the uncertainty (variance), which is a statistically sound boundary of the uncertainty in fitness estimation [35]. Notably, recent developments in multi-task Gaussian process (MTGP) modeling have shown significant promise in improving the accuracy of surrogates (given comparatively little data) by harnessing the relationships between different but related learning tasks [36-37].

It is contended that the discovery and utilization of the correlation between objectives can facilitate the convergence of the multi-objective EA (MOEA). In particular, beneficial knowledge can be transferred or shared across objectives to enhance the problem-solving. In [24], a cross-surrogate assisted memetic algorithm (CSAMA) was proposed to deal...
with expensive MOPs. The basic idea was that the construction of the surrogate for one objective could be effectively augmented with information from other related objectives, thereby improving the prediction quality. The associated concept of multi co-objective evolutionary computation, defined as a search methodology where information is transferred, exchanged, shared, or reused across objectives, was unveiled. CSAMA was shown to be especially effective under the following conditions: 1) latent correlations exist between different objectives, and 2) the computational cost of different objectives varies widely. For instance, for a 2-objective MOP, where the two objective functions are denoted as \( f_1 \) and \( f_2 \), respectively, CSAMA facilitates one-way (unidirectional) knowledge transfer from the surrogate model of objective \( f_1 \) to the surrogate model of objective \( f_2 \). This may be very useful in enhancing the prediction accuracy of the model for \( f_2 \), and can also considerably accelerate the optimization search when objective \( f_1 \) is cheaper to evaluate than \( f_2 \). Notably however, in many practical cases, there may be little direct correlation between objectives.

In this study, we propose a generalization of CSAMA. In particular, we consider the case where all the objectives of an MOP are expensive, with little apparent correlation assumed between them. Accordingly, we incorporate a novel multi Gaussian process-based co-sub-Pareto front (co-subPF) surrogate augmentation strategy within an evolutionary optimizer that we label as GCS-MOE. To elaborate, GCS-MOE considers the MOP to be decomposed into a number of single-objective optimization subproblems in the objective space. The solution of each subproblem is used to approximate a portion or sector of the Pareto front, which we refer to as a subPF. The fitness of each subproblem can be expressed as an aggregated scalar value of the different objectives. Notice that, although there may be little correlation between different objectives when considered independently, synergies can indeed exist across subPFs determined by different combinations of the objectives. Beneficial knowledge can therefore be transferred or shared across the subPFs. Hence, multiple adjacent scalarized optimization subproblems are expected to be jointly progressed by reusing the similarities among them to enhance the performance. To this end, MTGP surrogate models are built on data generated from the ongoing search to encourage omnidirectional knowledge transfer across subproblems.

The major contribution of this paper is in the establishment of an efficient multi-objective algorithm based on the concept of GP-based co-subPF surrogates. The proposed model processes multiple subproblems jointly to improve problem-solving. It facilitates mutual knowledge transfer across subPFs, in a manner that is more general and is also valuable when all the objectives are expensive. Furthermore, we propose a novel criterion for the utility function defined on the surrogate landscape to determine the next candidate solution for evaluation using the actual expensive function. In this regard, a strategy is also presented for effective management of all the evaluated solutions for subsequent model building.

The remainder of this paper is organized as follows. Section II briefly describes MOPs. Section III provides an overview of the Gaussian process and the formulation of its multi-task variant. The GCS-MOE algorithm is introduced in Section IV. A range of experimental studies are showcased in Section V. Finally, the conclusions of the work are drawn in Section VI.

II. DESCRIPTION OF MULTI-OBJECTIVE PROBLEMS

An unconstrained \( k \)-objective optimization problem can be described as follows:

\[
\text{Minimize } f(x) = (f_1(x), f_2(x), \ldots, f_k(x))^T, \\
\text{Subject to } x \in \Omega
\]

where \( \Omega \) is the decision space, \( x \) is a decision vector, \( F: \Omega \rightarrow R^k \) consists of \( k \) real-valued objective functions, and \( R^k \) is the objective space. The dominance of solutions in the multi-objective sense is generally defined as:

A vector \( x_a \) is said to dominate \( x_b \) if \( x_a, x_b \in \Omega \),

\[ f_i(x_a) \leq f_i(x_b) \quad (i \in \{1,2,\ldots,k\}), \text{ and there is at least one} \]

\[ j \in \{1,2,\ldots,k\}, \text{ such that } f_j(x_a) < f_j(x_b), \text{ written as} \]

\[ x_a \prec x_b. \]

\( x' \) is said to be a non-dominated solution, or a Pareto optimal solution, if \( x' \in \Omega \) and there are no other solutions that dominate \( x' \) in \( \Omega \).

The set of all the Pareto optimal solutions is called the Pareto set (PS). The objective vectors that correspond to the solutions included in the PS are also deemed as non-dominated.

All non-dominated points in the objective function space are collectively known as the Pareto front (PF). Formally,

\[
\text{PF} := \{(f_1(x), f_2(x), \ldots, f_k(x)) | x \in \text{PS}\}
\]

Finding an analytical expression that defines the PF of a problem is generally impossible. Thus, the most common way to derive the PF is to compute a sufficient number of points in the feasible region and then filter out the non-dominated vectors from them.

III. GAUSSIAN PROCESS AND ITS MULTI-TASK VARIANT

A. Gaussian Process

Gaussian Process (GP) is also referred to as kriging [38] or DACE stochastic process model [39]. The SAEAs based on GP assume that the objective function is a sample of a GP. The distribution of the objective function value at any untested point can therefore be estimated with the GP model, the hyperparameters of which are trained based on the data collected during the course of the optimization search. As a result, the evaluation for the objective function can be carried out at low cost by the built GP model, as an alternative to the exact expensive function [40-47].
Recently, a number of studies addressing evolutionary optimization of expensive MOPs with GP-based surrogates have been presented. In [48], the authors proposed MOEA/D-EGO for Expensive Global Optimization (EGO), which is a variant of the MOEA/D algorithm enhanced with the GP for function approximations. In each iteration of MOEA/D-EGO, the GP is used to make predictions for each subproblem, and the expected improvement (utility function) of these subproblems are optimized simultaneously by using MOEA/D to generate a set of candidate test points that are passed to the exact function evaluation. Further, Keane [49] and Emmerich et al. [50] addressed MOPs by generalizing the probability of improvement and the expected improvement utility measures. In [51], an EGO algorithm for MOPs has been introduced which adopts the S metric (or hypervolume contribution) to determine which solution to evaluate subsequently. Experimental results showed that the maximization of the hypervolume contribution in real multi-objective optimization can often be a worthwhile alternative for EGO. The well-known PareEGO, which is a direct Pareto extension of EGO, was proposed by Knowles in [52]. A recent survey in [1] provides a comprehensive review on other GP-assisted methods for addressing expensive MOPs.

B. Multi-task GP

Most existing SAEAs are formulated with a single-output predictive model. In other words, given a training set consisting of inputs \( x \) and vector \( y \) of corresponding outputs, the mean and variance of the predictive distribution for a new point \( x^* \) are computed. Typically, a reasonably large number of prior function evaluations will be needed to generate enough data for training a sufficiently accurate model. This is often referred to as the cold-start problem. For expensive MOPs in which the number of input observations is naturally expected to be small, multi-task joint learning augments the dataset with a number of different (but related) tasks, such that model parameters can be estimated more confidently than the single-output case [53-54].

Several multi-task GP (MTGP) models, where inter-task knowledge transfer occurs by sharing the kernel function across tasks, have been proposed [55-59]. A model that learns a shared covariance function over input-dependent features and a “free-form” covariance matrix over tasks has been introduced in [36]. The model demonstrates good flexibility when modelling inter-task dependencies and does not require large amounts of data for training.

C. Mathematical Formulation of MTGP

Consider the supervised learning problem given a set of inputs, i.e., the evaluated solutions (training data) \( x_1, \ldots, x_n \), and corresponding noisy outputs, i.e., the scalar cost \( y = (y_{11}, \ldots, y_{1k}, y_{21}, \ldots, y_{2k}, \ldots, y_{m1}, \ldots, y_{mk}) \), where \( y_{il} \) correspond to the \( l \)-th input and output for task \( l \), respectively, and \( n \) is the number of evaluated solutions for task \( l \). The GP approach to this problem is to place a Gaussian prior over the latent functions \( f_l \) mapping inputs to outputs. Assuming a zero mean for the outputs, a covariance function that accounts for the dependencies between different tasks, can be defined as [36]:

\[
\text{cov}[f_l(x), f_{l'}(x')] = K^{ll'}_{x} \delta(x, x') ,
\]

(1)

where \( K^{ll'} \) is a positive semi-definite matrix that specifies the inter-task similarities, \( \delta(x, x') \) is a covariance function over inputs, and \( \sigma_i^2 \) is the noise variance for the \( i \)-th task. To avoid redundancy in the parameterization, \( k^{ll'} \) can be only a correlation function because the variance can be explained fully by \( K^{ll'} \). For \( x=[x_1, \ldots, x_d] \), a commonly used correlation function is the automatic relevance detection (ARD) squared exponential kernel:

\[
k^{ll'}(x, x') = \exp(-\sum_{i=1}^{d} \theta_i |x_i - x'_i|^2),
\]

(2)

where \( \theta_i, i=1, \ldots, d \), denotes the \( i \)-th hyperparameter.

Notably, \( K^{ll'} \) measures the relationship between tasks. This model attempts to learn inter-task dependencies based on the task identities and observed data for each task.

With these definitions, inference can be computed using the standard GP equations for the mean and variance of the predictive distribution, with the covariance function given in Eq. (1).

\[
\bar{f}_l(x^*) = (K_{x}^{l} \otimes k^{ll'})^{-1} C_{y} y ,
\]

(3)

\[
\Sigma_{ll'}(x, x') = K_{x}^{l} \otimes k^{ll'} - (K_{x}^{l} \otimes k^{ll'})^{-1} C_{y} (K_{x}^{l} \otimes k^{ll'}) ,
\]

(4)

\[
C = K^{ll'} \otimes \sigma + \delta_{l} \otimes I ,
\]

(5)

where \( \otimes \) denotes the Kronecker product, \( k^{ll'} \) represents the \( l \)-th column of \( K^{ll'} \), \( \sigma_i \) is the vector of covariance between test point \( x^* \) and the training points, i.e.,

\[
\sigma_i = [k^{l'}(x^*, x_1), \ldots, k^{l'}(x^*, x_n)]^{T} ,
\]

\( K^{ll'} \) is the matrix of covariance between all pairs of training points, i.e.,

\[
K^{ll'} = \begin{bmatrix}
k^{l'}(x_1, x_1) & \cdots & k^{l'}(x_1, x_n) \\
\vdots & \ddots & \vdots \\
k^{l'}(x_n, x_1) & \cdots & k^{l'}(x_n, x_n)
\end{bmatrix} ,
\]

\( \sigma \) is an \( m \times m \) diagonal matrix in which the \((l,l)\)-th element is \( \sigma_i^2 \), and \( C \) is the overall \( mn \times mn \) covariance matrix.

We can learn the parameters \( \theta_i \) of \( k^{ll'} \) and matrix \( K^{ll'} \) by maximizing the log marginal likelihood given as,

\[
\Psi(\Theta) = -\frac{1}{2} \log |C| - \frac{1}{2} y^{T} C^{-1} y - \frac{n}{2} \log 2\pi ,
\]

where \( \Theta = \{0, K^{ll'}\} \) is the set of all hyperparameters. In this study, we use Nyström approximation of \( K^{ll'} \) in the marginal likelihood [36] and the PPCA model to learn the \( K^{ll'} \) [59-60]. These processes are the same as those in literature [36].
The salient feature of the aforementioned model is that it learns inter-task dependencies based on the task identities and observed data for each task, thereby potentially overcoming the cold start problem.

IV. ALGORITHM FRAMEWORK

A. Decomposition of MOPs

For an MOP, a Pareto optimal solution can be obtained as an optimal solution of a scalar optimization problem in which the fitness function is an aggregation of all the objectives. In other words, the problem of approximation of the PF can be decomposed into a number of single-objective optimization subproblems. Many decomposition-based EAs for handling MOPs have been presented in recent years [61-63]. There are several approaches for converting an MOP into the subproblems. Some of the most commonly-used approaches are the Weighted Sum Approach and Tchebycheff Approach.

For the Tchebycheff approach, which is used throughout this paper, the scalar cost of a subproblem can be defined as follows:

\[
\text{minimize } g^w (x \mid \lambda^s, z^s) = \max_{1 \leq j \leq k} \left\{ \lambda^s_j \mid f_j(x) - z^s_j \right\},
\]

subject to \( x \in \Omega \). (6)

where \( \lambda^s_j \) is the weight vector of the subproblem \( s \) with \( \sum_{j=1}^{k} \lambda^s_j = 1 \), and \( z^s = (z^s_1, ..., z^s_k) \) is a reference point approximating the ideal vector, i.e., for each \( j = 1, ..., k \), \( z^s_j = \min \{ f_j(x) \mid x \in \Omega \} \).

Note that, while the weighted sum scalarization approach is intuitively simple, it is not compliant with concave Pareto fronts. As no information is typically available beforehand on the shape of the Pareto front, the more flexible Tchebycheff scalarization approach has been preferred in this paper. Nevertheless, it is important to mention that any other scalarization method can directly be incorporated within the general framework proposed herein.

B. Framework

A simple yet efficient GP-based co-subPF surrogate-assisted algorithm (GCS-MOE) is proposed in this study. Similar to other decomposition-based MOEAs, GCS-MOE also decomposes an MOP into several subproblems and optimizes them simultaneously, such that the solution of each of the subproblems can be used to approximate a portion or sector of the PF (i.e., a subPF). The Tchebycheff decomposition approach [5] is adopted herein to generate such subproblems. In particular, to generate a uniform distribution and good coverage of the PF, the number of subproblems is usually in the hundreds. For expensive MOPs, the optimization for such a large number of subproblems is time consuming. In this work, these subproblems are divided into a number of tasks. As shown in Fig. 1, each task includes a number of adjacent subproblems. In each task, the fitness of the central subproblem is regarded as the representative fitness of this task because the direction vectors of all constitutive subproblems are close to each other and are therefore expected to have similar fitness values. With this, the optimization of subproblems is converted to the optimization of tasks.

Given a set of observations, we aim to learn surrogate models that can predict unobserved response values at several input locations for certain tasks. Similarities are likely to exist between central subproblems of the different tasks, because these subproblems originate from the decomposition of the same MOP. Therefore, information across subPFs can be transferred or shared. Accordingly, a co-subPF surrogate model (i.e., an MTGP model) is built to infer multiple central subproblems jointly, by using the dependencies across subPFs to improve the results.

This framework requires the following parameters:

- \( N \): number of subproblems
- \( M \): total number of tasks
- \( m \): number of tasks for one multi-task GP learning
- \( g \): total number of task groups, \( g = \frac{M}{m} \)
- ini_size: initial number of evaluated solutions
- \( XP = (x^p_1, ..., x^p_{ini_size}) \): initial evaluated solutions
- \( X = (x^1, ..., x^N) \): population of \( N \) solutions, where \( x^i \) is the current solution to the \( i \)th subproblem
- \( \lambda = (\lambda^1, ..., \lambda^g) \): uniform distribution of \( N \) weight vectors
- Eva_good_data = (Eva_good_data^1, ..., Eva_good_data^g) : good evaluated solutions for each group
- Eva_common_data = (Eva_common_data^1, ..., Eva_common_data^g) : common evaluated solutions for each group
- Max_train_number: maximum number of the evaluated solutions for multi-task GP learning.
Algorithm 1: GCS-MOE

Step 1: Initialization
a) Initialize λ, and decompose MOP into N subproblems associated with λ. Set:
   \[ \text{Eva\_good\_data} = \text{Eva\_common\_data} = \emptyset \].
b) Divide the N subproblems into M tasks, and each task consists of \( n = \frac{N}{M} \) adjacent subproblems. For each task \( i = 1,\ldots,M \), the \((i-1)n + \left\lfloor \frac{n+1}{2} \right\rfloor\)th subproblem is regarded as the central subproblem of task \( i \).
c) Divide the M tasks into \( G \) task groups. Each task group consists of \( m \) adjacent tasks.
d) Generate ini\_size\_d1 initial evaluated solutions \( \text{XP} \) using the Latin hypercube routine.
e) Generate the population \( \text{X} = (x^1,\ldots,x^n) \) using \( \text{XP} \).

Step 2: New solution generation
Set \( Q = \{1,2,\ldots,G\} \)
For \( i = 1 \) to \( G \) do
   a) Randomly select one index \( t \) from \( Q \).
   b) Generate input training data for task group \( t \) (see Algorithm 2)
   c) Generate output training data for task group \( t \). For each task \( j \) in group \( t \), calculate \( y_j \) for \( \text{Train\_data}' \) by Eq. (6), where the weight vector of the center subproblem in task \( j \) is used. Such that \( Y = \{y_1,\ldots,y_j,\ldots,y_n\} \).
   d) Build the Gaussian Co-subPF surrogate model.
   e) Evolutionary algorithm search for each task in group \( t \)
   For each task \( j \) in task group \( t \) do
      i) Generate a new solution to evaluate: \( x' \leftarrow \text{Evolu\_Algorithm}(\text{Model}) \).
      ii) Evaluate \( x' \) using the expensive objective functions.
      iii) Update the solutions of the subproblems in task group \( t \) using \( x' \). If \( x' \) replaces one solution in task group \( t \), set \( r = \text{TRUE} \); else set \( r = \text{FALSE} \).
      iv) Update evaluated data sets for each group, i.e., UpdateEvaData(x',t,r). (see Algorithm 3)
   EndFor
   f) Delete \( t \) from \( Q \).
EndFor

Step 3: Termination
If the stopping criteria are satisfied, then terminate the algorithm and output \( \text{X} \). Otherwise, go to Step 2.

Algorithm 2: Generate input training data for task group \( t \)
Set \( \text{Train\_data}' = \emptyset \).
\( \text{Train\_data}' \leftarrow \text{Eva\_good\_data}' \).
If (sizeof(Train\_data') < Max\_train\_number)
   If(Max\_train\_number - sizeof(Train\_data') \geq sizeof(Eva\_common\_data'))
      Add Eva\_common\_data' into Train\_data'.
   Else
      Randomly select Max\_train\_number - sizeof(Train\_data') solutions from Eva\_common\_data', and add these solutions into Train\_data'.
EndIf
EndIf

C. Initialization
As shown in Algorithm 1, an MOP is decomposed into N subproblems using a set of uniformly distributed weight vectors. The \( N \) subproblems are then divided evenly into \( M \) tasks, and each task consists of \( n = \frac{N}{M} \) adjacent subproblems.

For each \( i = 1,\ldots,M \), the \((i-1)n + \left\lfloor \frac{n+1}{2} \right\rfloor\)th subproblem is regarded as the central subproblem of task \( i \), and the other \( n-1 \) nearest neighbor subproblems are then chosen as the subproblems of task \( i \) according to the Euclidean distance between the central subproblem and the other subproblems. In each task, the fitness of the central subproblem is regarded as the representative fitness of this task. Next, these tasks are allocated to \( G \) task groups. Each task group consists of the same number of adjacent tasks. See Fig.1 for an illustration of subproblems, tasks, and task groups. The initial evaluated solutions are generated using a Latin hypercube routine following a description in Numerical Recipes [64]. The number of initial test points is set to \( 11 \times d - 1 \) in all the test instances, where \( d \) is the decision space dimensionality of the function to be optimized, and the setting is similar to that in literature [52]. These solutions (denoted as \( \text{XP} \) ) are evaluated using the expensive objective function and used to build the surrogate model. For each subproblem, a solution is selected from the initially evaluated set of solutions (based on their scalar cost) to represent the best solution found so far for the subproblem. The number of initially evaluated solutions is less than the number of subproblems, so each initially evaluated solution can be selected more than once. These solutions of subproblems constitute the population \( \text{X} \).
D. Using the GP-based Co-subPF Surrogate Model

In the GCS-MOE, a co-subPF MTGP surrogate model is built for each task group. As shown in Fig.1, the MOP is converted into a number of tasks to be optimized. The fitness of each task (i.e., the fitness of the central subproblem in this task) can be obtained by combining the objective values using the appropriate scalarization method. Similarities are likely to exist across subPFs in one task group since all the constitutive subproblems are adjacent to each other in the objective space. Thus, useful information can be shared among central subproblems via the matrix \( K' \), defined in Eq. (1), to improve the accuracy of the multi-task learning GP model in one task group. As shown in Step 2-c of Algorithm 1, to build the surrogate model more accurately, the modeling of tasks in one group are processed jointly, i.e., the input training data (evaluated solutions) and corresponding outputs of all the tasks in one group are used simultaneously. The approach is different from the standard GP where the outputs are only considered from one task (or subproblem) at a time. It is clear that the proposed surrogate model augments the observed dataset with a number of related tasks, such that model parameters can be estimated more confidently. The learning of the surrogate model parameters by maximizing the log marginal likelihood function is introduced in Section III (Step 2-d of Algorithm 1). Once the surrogate model is learned for one task group, it is used for prediction purposes of all tasks within this group (Step 2-e of Algorithm 1). The utility function of each task (i.e., the merit value predicted by the surrogate model for an unknown candidate solution) is optimized with an evolutionary scheme to generate the next candidate test solution (discussed in Section IV-E). The solution is then evaluated using the expensive objective functions, thereafter updating the population \( X \) and the evaluated data sets.

Algorithm 3: Update the evaluated data sets for each task group, UpdateEvaData(\( x',i,t,r \)).

\[
\text{If} (r = \text{True}) \\
\text{If (sizeof(Eva_good_data) < Max_train_number)} \\
\quad \text{Add } x' \text{ into Eva_good_data'}.
\]

\[
\text{Else} \\
\quad \text{A randomly selected solution is replaced by } x' \text{ in Eva_good_data'}. \\
\text{EndIf}
\]

\[
\text{Else} \\
\text{If (sizeof(Eva_common_data) < Max_train_number)} \\
\quad \text{Add } x' \text{ into Eva_common_data'}. \\
\text{Else} \\
\quad \text{A randomly selected solution is replaced by } x' \text{ in Eva_common_data'}. \\
\text{EndIf}
\]

\[
\text{For each group } i,i \in \{1,...,g\}, i \neq t \\
\text{If (sizeof(Eva_common_data') \geq \text{Max_train_number})} \\
\quad \text{Add } x' \text{ into Eva_common_data'}. \\
\text{Else} \\
\quad \text{A randomly selected solution is replaced by } x' \text{ in Eva_common_data'}. \\
\text{EndIf}
\]

\[
\text{EndFor}
\]

E. Selecting a candidate solution for function evaluation

After the surrogate model is built, to find the best solution to visit next for one task, an evolutionary optimizer is applied to search the decision parameter space globally. As shown in Step 2-e-i of Algorithm 1, in our framework, any meta-heuristic, such as a genetic algorithm, particle swarm optimization, etc., can be used to generate the candidate solution for exact function evaluation. In this study, a real-coded genetic algorithm-based approach similar to the literature [52] is applied, and it searches for the solution that minimizes the negated figure of merit value of the solution (i.e., utility function) as predicted by the surrogate model. The estimation of the merit value of a solution in the search process is detailed in Section IV-D.

Algorithm 4: Utility function for a solution \( x^* \)

\[
\text{Input: } f_i(x^*) \sim \mathcal{N}(\overline{f}_i(x^*), \mathbf{V}(f_i(x^*))), f_i^{\min}
\]

\[
\text{If } (f_i(x^*) > f_i^{\min}) \\
\quad f_{\text{utility}} = E[I(x^*)] - P
\]

\[
\text{Else} \\
\quad f_{\text{utility}} \text{ is set to a value according to Eq. (11)} \\
\text{EndIf}
\]

\[
\text{Return } f_{\text{utility}}
\]

F. Utility function

In the literature, there are several criteria that have been proposed to determine the figure of merit for the exact evaluation of the objective functions at a new point. The first is the expected improvement (EI) criterion, which has been widely used. For an unsampled solution \( x^* \), suppose that \( f_i(x^*) \) is a predictive distribution model for an objective function of the \( l \)-th task, i.e., \( f_i(x^*) \sim \mathcal{N}(\overline{f}_i(x^*), \mathbf{V}(f_i(x^*))) \), and \( f_i^{\min} \) is the current best function value among all evaluated solutions. The expected improvement can then be written as

\[
E[I(x^*)] = E[\max\{f_i^{\min} - f_i(x^*), 0\}] . \quad (7)
\]

Applying integration by parts, Eq. (7) can be expressed as

\[
E[I(x^*)] = (f_i^{\min} - \overline{f}_i(x^*))\Phi\left(\frac{f_i^{\min} - \overline{f}_i(x^*)}{\sqrt{\mathbf{V}(f_i(x^*))}\right) + \sqrt{\mathbf{V}(f_i(x^*))}\phi\left(\frac{f_i^{\min} - \overline{f}_i(x^*)}{\sqrt{\mathbf{V}(f_i(x^*))}\right) , \quad (8)
\]

where \( \Phi(.) \) and \( \phi(.) \) are the standard normal distribution and density function, respectively.

This utility function accounts for both the predicted value of solutions as well as the uncertainty in the prediction to find the one that has the greatest potential to improve the minimum cost.

Cox and John [65] developed a similar method by proposing the criterion

\[
F(x^*) = -\left(\overline{f}_i(x^*) - \omega\sqrt{\mathbf{V}(f_i(x^*))}\right) , \quad \omega > 0 . \quad (9)
\]
The two components of $F(x^*)$ automatically balance exploitation and exploration. $F(x^*)$ is better (larger) for a minimization problem when the mean predicted value is small and/or the standard error is large (i.e., the prediction is very uncertain). Fig. 2 shows this situation, where $x'$, $x''$, $x^*$ and $x^b$ are the evaluated points, and point $x^c$ is likely to be selected for evaluation because it has a small predicted mean value and a large variance value.

Another popular criterion is the probability of improvement (POI) [66] defined as

$$F(x^*) = \Phi \left( \frac{f_i^{\text{min}} - E_n - \tilde{f}_i(x^*)}{\sqrt{\text{Var}(f_i(x^*))}} \right).$$

(10)

The location of the best guess is obtained by finding the point with the maximum probability that $x^*$ is less than $f_i^{\text{min}}$ by at least a positive constant $E_n$. However, the nature of the probabilities generated by the model dictates the method to guess in areas with few evaluations of the function (where the variance is high) in an attempt to cover the entire space. One can refer to reference [67] for discussions about more criteria.

In this study, we develop a new method to address the issue. For expensive MOPs, function evaluations are precious. The key idea of our approach is that for solutions whose predicted mean value is larger than the current best value, exploration is considered to be of more interest. By contrast, for solutions whose predicted mean value is less than the current best value, exploitation is considered to be of more interest. Therefore, as shown in Algorithm 4 (where $P$ is a large positive constant), when the predicted mean value of a solution is larger than the current best value, the expected improvement criterion is used; otherwise, the criterion used to determine the figure of merit for evaluation is defined as

$$F(x^*) = -\left( \tilde{f}_i(x^*) + \gamma \sqrt{\text{Var}(f_i(x^*))} \right), \gamma > 0.$$  

(11)

In this situation (i.e., the predicted mean value of a solution is less than the current best value), our method is different from Cox and John’s method. Our method places more emphasis on the probability that $x^*$ is less than $f_i^{\text{min}}$ because $\gamma > 0$. This is reasonable because $x^*$ is evaluated only if it is likely to be truly less than $f_i^{\text{min}}$, thereby avoiding wasting an expensive evaluation. The factor $\gamma$ can be adjusted to balance the global exploration and local search. The smaller the $\gamma$ is, the stronger the global search will be. In this paper, we tried different $\gamma$ values and through trial and error, $\gamma$ is set to be 0.5 throughout.

Fig. 2 shows that point $x^b$ is likely to be selected for evaluation because $x^b$ has a minimum value according to our proposed criterion curve. Although the predicted mean values of $x^b$ and $x^c$ are the same in Fig. 2, $x^b$ is better than $x^c$ according to our criterion. This result is reasonable because we place more emphasis on obtaining a solution that is predicted to be better with greater certainty (i.e., yield a lower cost as compared to $f^{\text{min}}$).

In our algorithm, the solution that minimizes the utility function with respect to Algorithm 4 is deduced using an evolutionary approach. This solution becomes the next point to be evaluated on the expensive objective functions.

G. Management of Evaluated Solutions for Model Training

In many GP models, some solutions are selected randomly from all the evaluated solutions to update the surrogate model. In our framework, each task group corresponds to a surrogate model, i.e., the evaluated solution sets used to learn the model parameters are different for each model. As shown in Algorithm 3, each task group possesses a good evaluated solution set (eva_good_data) and a common evaluated solution set (eva_common_data). This approach will likely lead to more effective predictions because different task groups have different attributes. As shown in Step 2-e-iii of Algorithm 1, for each task group, after the candidate solution $x^*$ is evaluated using the expensive objective function, it will be used to update the population $X$ and the evaluated data sets. If the evaluated solution can be accepted in population $X$ (i.e., replace the solution of a subproblem in one task group), the solution can be assigned to the good evaluated data set and has a high priority to be used to update the surrogate model in the next iteration. Otherwise, the evaluated solution is assigned to the common evaluated solution set. The common evaluated solution set can only be used when the number of good evaluated solutions is less than the maximum number of solutions for model training.

H. Comparison with MOEA/D-M2M, ParEGO and MOEA/D-EGO

MOEA/D-M2M [68] uses some strategies to decompose an MOP into several multi-objective optimization subproblems and also solves them in a collaborative manner. However, the algorithm is not tailored for expensive MOPs, and the collaborative approach is not based on the MTGP model. ParEGO builds a GP model for merely one aggregation function (i.e., subproblem) at a time at each iteration. Therefore, it does not make full use of the shared knowledge among aggregation functions, and thus, the built GP may not be sufficiently accurate. In MOEA/D-EGO, a separate GP model is built for each objective function. Then, the predictive values are approximated for each subproblem based on the built GP models. At each generation, MOEA/D is used for maximizing the expected improvement metric values of all the subproblems. However, the errors (inaccuracies) of one GP
model built for one objective can be transmitted to the estimated values of all the subproblems using this approach. In our framework, a multi-task GP model for each task group is built. The model considers several scalarized tasks to be combined to form one task group. Beneficial knowledge can therefore be seamlessly transferred or shared across subPFs approximated by these subproblems. Hence, the GP model parameters can be estimated more confidently.

V. EXPERIMENTAL STUDIES AND DISCUSSION

We focus on two- and three-objective optimization problems in this work. GCS-MOE is compared with K-RVEA [26], SAMO [69], MOEA/D-EGO [48], ParEGO [52] and NSGA-II to analyze the performance of GCS-MOE and understand its behavior. K-RVEA is run in the PlatEMO platform [70], and the codes of the other compared algorithms are downloaded from the websites or links given by their authors. NSGA-II is also selected as a comparative algorithm because it demonstrates good performance on two- and three-objective problems.

A. Test Problems

1) Benchmark test problems

CEC’09 benchmark problems [71] are selected as the two- and three-objective instances. In addition, ZDT [72] instances are selected as two-objective problems. All these test instances, with various characteristics, are minimization problems. The number of decision variables is set to 3 for CEC’09 UF1–UF7 instances, 5 for CEC’09 UF8–UF10 instances, and 8 for ZDT instances.

2) Real-world engineering application problems

The Welded Beam problem (WBP) [69] and the Tool Spindle Design problem (TSDP) [69] are tested in our experiments. They are both well-studied engineering case studies. WBP is a bi-objective optimization problem with four design variables (thickness of the beam, width of the beam, length of the weld, and weld thickness) with the objectives being cost and end deflection. There are four inequality constraints, relating to geometry, weld shear stress, beam buckling load, and beam bending stress. TSDP is also a bi-objective minimization problem having four design variables. The objectives of the problem are the volume of the spindle and static displacement. There are two inequality constraints on designer’s proportion requirements and one inequality constraint on maximal radial runout of the spindle nose.

B. Performance Metrics

Several performance metrics in multi-objective optimization have been discussed in the literature [73]. In our experiments, the following performance index are used.

**Hypervolume Indicator (HV-metric) [74]:**

Let \( y^* = (y_1^*, ..., y_i^*) \) be a point in the objective space, which is dominated by all Pareto-optimal objective vectors. Hypervolume is a metric that evaluates the volume of the space dominated by an approximation set, relative to the reference point \( y^* \) in the objective space. The formula is given in Eq. (12), where \( j \) is the number of non-dominated solutions in the approximation set, and \( v_i \) is the hypervolume contribution of the \( i \)-th solution relative to the reference point.

\[
\text{Hypervolume} = \text{volume} \left( \bigcup_{i=1}^{j} v_i \right)
\]

**Inverted Generational Distance (IGD-metric) [75]:**

We let \( P^* \) be a set of well representative points along the PF (in the objective space). We let \( A \) be an approximation to the PF. The average distance from \( P^* \) to \( A \) is defined as follows:

\[
\text{IGD}(A, P^*) = \frac{1}{|P^*|} \sum_{F \in P^*} d(F, A),
\]

where \( d(F, A) \) is the minimum Euclidean distance between \( F \) and the points in \( A \). If \( |P^*| \) is sufficiently large to represent the PF well, \( \text{IGD}(A, P^*) \) could measure both the diversity and convergence of \( A \) to a certain extent. \( A \) must be very close to the PF, and must not miss any part of the entire PF, to obtain a low value of \( \text{IGD}(A, P^*) \).

The aforementioned metrics are computed by jMetal [76].

C. Parameter Settings

The maximum number of function evaluations for all the algorithms is set to 200. Each instance is tested by each algorithm over 10 independent runs.

For GCS-MOE, the creation of \( N \) weight vectors \((\lambda^1, ..., \lambda^N)\) is controlled by a positive integer parameter \( H \), which specifies the granularity or resolution of the weight vectors, as in [5]. Each individual weight takes a value from

\[
\{0, \frac{1}{H}, \frac{2}{H}, ..., \frac{H}{H}\}.
\]

Thus, the number of weight vectors can be calculated as [5]

\[
N = C_{H+1}^k,
\]

where \( k \) is the number of objectives. \( H \) is set to 149 for two-objective problems and 20 for three-objective problems. Therefore, \( N \) is 150 for two-objective problems and 230 for three-objective problems. The total number (\( M \)) of tasks is important in our algorithm. \( M \) is 15 for two-objective problems and 23 for three-objective problems. Therefore, \( N \) subproblems are divided into \( M \) tasks, where each task contains 10 adjacent subproblems. The number of tasks (\( m \)) for one multi-task GP learning is set to be 3. More discussions about parameters \( M \) and \( m \) in the section V-F. The number of evaluated solutions considered for model building is set to a maximum of 80 in our experiments, because the computational overhead increases cubically with the size of the corresponding covariance matrix. For K-RVEA, SAMO, ParEGO and MOEA/D-EGO, all the parameter settings are the same as those in the literature. For NSGA-II, the population size is reduced to 20, to maximize the performance in the short-run experiments. Other parameter settings are similar to those in [52].

D. Comparison experiments on benchmark problems

Tables I and II list the mean and standard deviation values of

---

1SAMO: http://www.ndolab.net/Ray/Research-Data/SAMO_JMD.zip
MOEA/D-EGO: http://dces.essex.ac.uk/staff/zhangle/IntrotolResearch/ExpensiveOptimization.htm
ParEGO: http://dbk.ch.umn.edu/knowles/parego/
NSGA-II: http://www.egr.msu.edu/~kdeb/codes.shtml
<table>
<thead>
<tr>
<th>Ins.</th>
<th>ZDT1</th>
<th>ZDT2</th>
<th>ZDT3</th>
<th>ZDT4</th>
<th>ZDT6</th>
<th>UF1</th>
<th>UF2</th>
<th>UF3</th>
<th>UF4</th>
<th>UF5</th>
<th>UF6</th>
<th>UF7</th>
<th>UF8</th>
<th>UF9</th>
<th>UF10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCS-MOE</td>
<td>0.01325(0.00293)</td>
<td>0.00792(0.00663)</td>
<td>0.00126(0.00126)</td>
<td>1233.9520(388.51472)</td>
<td>0.02365(0.01355)</td>
<td>0.02653(0.00755)</td>
<td>0.02538(0.00519)</td>
<td>0.00020(0.15409)</td>
<td>0.04233(0.00165)</td>
<td>0.02421(0.0770)</td>
<td>0.01659(0.01650)</td>
<td>0.04656(0.00623)</td>
<td>0.11256(0.04505)</td>
<td>0.15283(0.02385)</td>
<td>1.36080(0.5432)</td>
</tr>
<tr>
<td>ParEGO</td>
<td>0.11230(0.06765)</td>
<td>0.10932(0.06396)</td>
<td>0.35030(0.09552)</td>
<td>39.14445(7.30210)</td>
<td>0.79778(0.10725)</td>
<td>0.05947(0.02181)</td>
<td>0.03694(0.00794)</td>
<td>0.40941(0.18354)</td>
<td>0.06083(0.06000)</td>
<td>0.33650(0.01330)</td>
<td>0.30681(0.06210)</td>
<td>0.07534(0.05045)</td>
<td>0.22472(0.04757)</td>
<td>0.20260(0.03131)</td>
<td>1.69478(0.60456)</td>
</tr>
<tr>
<td>MOEA-D-EGO</td>
<td>0.01503(0.00068)</td>
<td>0.01525(0.00272)</td>
<td>0.06541(0.00986)</td>
<td>53.82244(15.77477)</td>
<td>0.05799(0.01109)</td>
<td>0.06249(0.03698)</td>
<td>0.02932(0.00127)</td>
<td>0.37640(0.33851)</td>
<td>0.05037(0.0273)</td>
<td>0.82013(0.41080)</td>
<td>0.56596(0.16924)</td>
<td>0.07999(0.01933)</td>
<td>0.12508(0.00528)</td>
<td>0.16880(0.09537)</td>
<td>1.64695(0.96512)</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>0.85724(0.29670)</td>
<td>1.49606(0.58739)</td>
<td>1.09520(0.25585)</td>
<td>800.89210(417.48926)</td>
<td>6.13114(0.58605)</td>
<td>0.07282(0.01130)</td>
<td>0.04481(0.00545)</td>
<td>0.70364(0.33857)</td>
<td>0.07804(0.0888)</td>
<td>0.62764(0.29619)</td>
<td>1.21760(0.41131)</td>
<td>0.55279(0.16370)</td>
<td>0.90236(0.77881)</td>
<td>0.74322(0.50683)</td>
<td>2.85992(0.85683)</td>
</tr>
<tr>
<td>SAMO</td>
<td>0.07582(0.02408)</td>
<td>0.08898(0.03343)</td>
<td>0.13539(0.06825)</td>
<td>-42.60012(12.36217)</td>
<td>1.24964(0.13651)</td>
<td>0.07039(0.02478)</td>
<td>0.03402(0.01107)</td>
<td>0.55279(0.16370)</td>
<td>0.09624(0.00731)</td>
<td>1.72130(0.60145)</td>
<td>0.23907(0.00000)</td>
<td>0.27403(0.02006)</td>
<td>0.40166(0.10030)</td>
<td>0.42848(0.20722)</td>
<td>3.05480(1.13977)</td>
</tr>
<tr>
<td>K-RVEA</td>
<td>0.02377(0.00920)</td>
<td>0.04648(0.02779)</td>
<td>0.03950(0.01337)</td>
<td>-</td>
<td>2.12807(0.46917)</td>
<td>-</td>
<td>0.03402(0.01107)</td>
<td>-</td>
<td>0.06949(0.02046)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.60132(0.52360)</td>
</tr>
</tbody>
</table>

**MEAN AND STANDARD DEVIATION VALUES OF IGD OBTAINED BY THE ALGORITHMS.**

<table>
<thead>
<tr>
<th>Ins.</th>
<th>UF1</th>
<th>UF2</th>
<th>UF3</th>
<th>UF4</th>
<th>UF5</th>
<th>UF6</th>
<th>UF7</th>
<th>UF8</th>
<th>UF9</th>
<th>UF10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCS-MOE</td>
<td>0.00123(0.00369)</td>
<td>0.00947(0.00369)</td>
<td>0.04941(0.00345)</td>
<td>0.06038(0.00600)</td>
<td>0.33650(0.01330)</td>
<td>0.05000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00150(0.00449)</td>
<td>0.00000(0.00000)</td>
</tr>
<tr>
<td>ParEGO</td>
<td>0.06102(0.00141)</td>
<td>0.28850(0.00604)</td>
<td>0.08201(0.04108)</td>
<td>0.05037(0.0273)</td>
<td>0.56596(0.16924)</td>
<td>0.05000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00832(0.00498)</td>
<td>0.00000(0.00000)</td>
</tr>
<tr>
<td>MOEA-D-EGO</td>
<td>0.03068(0.00141)</td>
<td>0.02500(0.0038)</td>
<td>0.14890(0.07119)</td>
<td>0.07804(0.0888)</td>
<td>0.12482(0.0479)</td>
<td>0.05000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00832(0.00498)</td>
<td>0.00000(0.00000)</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>0.03966(0.00746)</td>
<td>0.02500(0.00130)</td>
<td>0.23907(0.00000)</td>
<td>0.09624(0.00731)</td>
<td>1.21760(0.41131)</td>
<td>0.05000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00832(0.00498)</td>
<td>0.00000(0.00000)</td>
</tr>
<tr>
<td>SAMO</td>
<td>0.04238(0.00155)</td>
<td>0.03402(0.00341)</td>
<td>0.14890(0.07119)</td>
<td>0.09624(0.00731)</td>
<td>1.21760(0.41131)</td>
<td>0.05000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00832(0.00498)</td>
<td>0.00000(0.00000)</td>
</tr>
<tr>
<td>K-RVEA</td>
<td>0.01524(0.00369)</td>
<td>0.01773(0.00127)</td>
<td>0.01524(0.00369)</td>
<td>0.09624(0.00731)</td>
<td>1.21760(0.41131)</td>
<td>0.05000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00000(0.00000)</td>
<td>0.00832(0.00498)</td>
<td>0.00000(0.00000)</td>
</tr>
</tbody>
</table>

**MEAN AND STANDARD DEVIATION VALUES OF HV OBTAINED BY THE ALGORITHMS.**
Accordingly, a comparison is presented in this section. In the number of input samples used for model building.

The computation time of different algorithms for training the models is often the concern of a practitioner. The training times observed for UF instances as well.

What is more, similar outcomes can be indeed superior among the considered algorithms to address the benchmark problem. Therefore, the absolute time used by the different algorithms may not be directly comparable and serves as a reference only.

**TABLE III**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>GCS-MOE</th>
<th>ParEGO</th>
<th>MOEA/D-EGO</th>
<th>SAMO</th>
<th>K-RVEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>5.8</td>
<td>0.9</td>
<td>9.2</td>
<td>9.5</td>
<td>0.3</td>
</tr>
</tbody>
</table>

**E. Comparison on engineering optimization problems**

WBP and TSDP problems are constrained MOPs drawn from engineering applications. To solve these two problems in our experiments, when the generated solution doesn’t satisfy the constraints, a large positive integer (penalty term) is added to each objective function in GCS-MOE, ParEGO, and MOEA/D-EGO. Since these two problems are not included in PlatEMO, K-RVEA is not added to the comparison. For each problem, the non-dominated solutions across all independent optimization runs of every algorithm are combined and regarded as the true PF. To effectively calculate the HV values, the first objective value of these two problems is divided by 60 and 1,600,000 (as a form of scaling), respectively. Tables IV lists the mean, best, worst, and standard deviation values of the HV and IGD metrics in the WBP and TSDP problems for comparison of the four surrogate-assisted algorithms. To make the comparison results simpler to decipher, the best results for each problem are bold and underlined, while the second best ones are only bold. GCS-MOE is among the top 2 of all compared algorithms in this study. However, it can be observed that SAMO performs slightly better than GCS-MOE on average. The reason for it is that, besides the objective functions, SAMO also builds an explicit surrogate model for each constraint, thereby suggesting superior performance in constraint handling. Nevertheless, the mean, best, and worst values of GCS-MOE are better than or similar to those of ParEGO and MOEA/D-EGO. Therefore, it is considered that GCS-MOE can indeed effectively handle real-world engineering optimization problems as well.
F. Additional Discussions

1) Different Criteria for the Utility function

The purpose of the utility function is to determine the trade-off between sampling in known promising regions versus sampling in under-explored regions or regions where the variance in the predictive distribution is high [50]. As discussed in Section III-D, different criteria for the utility function have been suggested for pre-screening the search space. In this section, the performances of these criteria (i.e., expected improvement (EI), Cox and John’s criterion, probability of improvement (POI), and our proposed criterion) are compared through experiments. Each of these criteria is embedded in our algorithm to determine the next evaluation point. The other parameters are the same. The experimental results are shown in Table V. From these results, we can see that the proposed criterion is very effective in estimating the value of the utility function. In general, the performances of the expected improvement criterion are better than that of the probability of improvement and Cox and John’s criterion. However, the algorithm with our proposed criterion performs better than the algorithm with the expected improvement criterion.

2) Effectiveness of the Proposed Surrogate Model

GCS-MOE uses a Gaussian process-based Co-subPF surrogate model (i.e., an MTGP) to predict the utility function value of the un-evaluated solutions and then searches the optimal solution using an evolutionary algorithm. To test the effect of the proposed framework, we make the comparison of GCS-MOE with standard MOEA/D on ZDT1 and ZDT6. For the parameters of MOEA/D, the population size is set to be 20, neighborhood size is set to be 5, and the number of function of evaluations is set to be 200.  Fig. 4 plots the final approximations on ZDT1 and ZDT6 with the lowest IGD values among ten independent by GCS-MOE and MOEA/D. It is evident that GCS-MOE significantly outperforms MOEA/D on these test instances.

3) Total Number of Tasks in Objective Space

In our algorithm, the subproblems are divided into $M$ tasks to be optimized. Parameter $M$ can take any value greater than 1. If $M$ is too small, the obtained $PF$ approximation will not provide good coverage as only a few areas of the objective space can be searched. By contrast, if $M$ is too large, additional function evaluations may be needed to converge to

| TABLE IV |
| MEAN, BEST, WORST, AND STANDARD DEVIATION VALUES OF IGD AND HV OBTAINED BY THE ALGORITHMS. |
|---------------------|-----------------|-----------------|-----------------|-----------------|
| Problems            | SAMO            | GCS-MOE         | ParEGO          | MOEA/D-EGO      |
| ZDT1                | 0.01320(0.00085) | 0.10290(0.08917) | 0.04947(0.01033) | 0.00025(0.00293) |
| ZDT2                | 0.01109(0.00168) | 0.08260(0.04882) | 0.04905(0.00496) | 0.00097(0.00063) |
| ZDT3                | 0.03950(0.04280) | 0.07850(0.06416) | 0.07957(0.01871) | 0.01206(0.00126) |
| ZDT4                | 1.16030(0.00000) | 1.36080(0.50432) | 1.00800(0.28720) | 0.00000(0.00000) |
| ZDT6                | 0.00510(0.00000) | 0.05080(0.06870) | 0.05753(0.01330) | 0.00012(0.00012) |
| Best                | 0.04100(0.04100) | 0.04750(0.04750) | 0.03210(0.03210) | 0.00001(0.00001) |
| Worst               | 0.03700(0.03700) | 0.23836(0.23836) | 0.03210(0.03210) | 0.00001(0.00001) |

| TABLE V |
| MEAN AND STANDARD DEVIATION VALUES OF IGD AND HV OBTAINED USING DIFFERENT UTILITY FUNCTIONS. |
|---------------------|-----------------|-----------------|-----------------|-----------------|
| Inc.                | EI              | COX and John    | POI             | Proposed criterion |
| ZDT1                | 0.01320(0.00085) | 0.10290(0.08917) | 0.04947(0.01033) | 0.00025(0.00293) |
| ZDT2                | 0.01109(0.00168) | 0.08260(0.04882) | 0.04905(0.00496) | 0.00097(0.00063) |
| ZDT3                | 0.03950(0.04280) | 0.07850(0.06416) | 0.07957(0.01871) | 0.01206(0.00126) |
| ZDT4                | 1.16030(0.00000) | 1.36080(0.50432) | 1.00800(0.28720) | 0.00000(0.00000) |
| ZDT6                | 0.00510(0.00000) | 0.05080(0.06870) | 0.05753(0.01330) | 0.00012(0.00012) |
| Best                | 0.04100(0.04100) | 0.04750(0.04750) | 0.03210(0.03210) | 0.00001(0.00001) |
| Worst               | 0.03700(0.03700) | 0.23836(0.23836) | 0.03210(0.03210) | 0.00001(0.00001) |

Fig.4 Plots of the final approximations on ZDT1 and ZDT6 obtained by GCS-MOE and MOEA/D. (a) ZDT1; (b) ZDT6.
the complete PF. This section discusses the suitable setting of parameter $M$ for GCS-MOE. In the experiments, $M$ is set to 8, 12, 15, 20 and 30 for UF1, UF2 and ZDT3 instances. Detailed results are obtained by using boxplots, which represent the distributions of IGD values in the comparisons performed in the experiments. These boxplots are shown in Fig. 5. It shows that $M$ should not be too small nor too large. Thus, $M$ is set to 15 for all the two-objective problems and 23 for the three-objective instances in our algorithm.

4) Number of Tasks in One Multi-task GP

The number of tasks in one multi-task GP, i.e., parameter $m$, is important in our model. When $m = 1$, the model is changed to a common single-task GP model. To test the effect of the multi-task GP model, we compare the results of the algorithm when $m = 1$ and $m = 3$ in our experiments. The other parameters are the same as those used in the previous sections. For different values of parameter $m$, the algorithm independently runs 10 times in each test instance. The experimental results are shown in Table VI. From the results, it is clear that the performance of the multi-task GP model is better than that of the single-task GP model in the cases under consideration. This result shows that the multi-task learning process can estimate the model parameters confidently. This is because our approach infers multiple tasks jointly by exploiting the dependencies between tasks, such that beneficial knowledge can be transferred or shared across tasks to enhance the problem-solving. However, $m$ cannot be set too large; otherwise, the complexity of the model learning would be too high. According to our experiments, $m = 3$ is suitable for our model.

VI. CONCLUSION

In this study, a Gaussian process-based co-subPF surrogate augmentation strategy for optimization of computationally expensive MOPs was proposed. The designed algorithm uses a decomposition approach to convert the problem of PF approximation into a number of scalar optimization problems. Then, these subproblems are divided into a number of tasks, where each task represents a portion or sector of the true PF (which we refer to as subPF). Notably, similarities are likely to exist across subPFs as they originate from the decomposition of the same MOP. Therefore, by inferring multiple subproblems jointly, using co-subPF multi-task GP surrogates, the dependencies among subproblems can be exploited to improve the optimization results. In particular, for expensive MOPs where the number of input observations available is small, multi-task learning augments the dataset with a number of different (but related) tasks, such that model parameters can be estimated confidently. At the same time, a novel criterion for the utility function used to determine the next candidate solution for evaluation, as well as a new model management strategy, were presented. The experimental results substantiated the efficacy of the proposed algorithm. In our future work, we plan to address many-objective optimization problems and high-dimensional problems by using a similar methodology.
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