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Abstract

Multi-output regression problems have extensively arisen in modern engineering community. This article investigates the state-of-the-art multi-output Gaussian processes (MOGPs) that can transfer the knowledge across related outputs in order to improve prediction quality. We classify existing MOGPs into two main categories as (1) symmetric MOGPs that improve the predictions for all the outputs, and (2) asymmetric MOGPs, particularly the multi-fidelity MOGPs, that focus on the improvement of high fidelity output via the useful information transferred from related low fidelity outputs. We review existing symmetric/asymmetric MOGPs and analyze their characteristics, e.g., the covariance functions (separable or non-separable), the modeling process (integrated or decomposed), the information transfer (bidirectional or unidirectional), and the hyperparameter inference (joint or separate). Besides, we assess the performance of ten representative MOGPs thoroughly on eight examples in symmetric/asymmetric scenarios by considering, e.g., different training data (heterotopic or isotopic), different training sizes (small, moderate and large), different output correlations (low or high), and different output sizes (up to four outputs). Based on the qualitative and quantitative analysis, we give some recommendations regarding the usage of MOGPs and highlight potential research directions.
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1. Introduction

Computer simulators, e.g., computational fluid dynamics (CFD) and finite element analysis (FEA), have gained popularity in many scientific fields to simulate various physical problems. For computationally expensive simulators, we...
usually employ surrogates to approximate the input-output relationship in order to relieve computational budget [1, 2, 3]. As a statistical surrogate model that provides not only the predictions but also the relevant uncertainty, Gaussian process (GP) has been gaining widespread applications, e.g., small- or large-scale regression [4, 5, 6], dimensionality reduction [7], Bayesian optimization [8], uncertainty quantification [9] and time-series analysis [10].

Typical GPs are usually designed for single-output scenarios wherein the output is a scalar. However, the multi-output problems have arisen in various fields, e.g., environmental sensor networks [11], robot inverse dynamics [12], multivariate physiological time-series analysis [13], structural design [14], and aircraft design [15]. Suppose that we attempt to approximate \( T \) outputs \( \{f_t\}_{1 \leq t \leq T} \), one intuitive idea is to use the single-output GP (SOGP) to approximate them individually using the associated training data \( D_t = \{X_t, y_t\} \), see Fig. 1(a). Considering that the outputs are correlated in some way, modeling them individually may result in the loss of valuable information. Hence, an increasing diversity of engineering applications are embarking on the use of multi-output GP (MOGP), which is conceptually depicted in Fig. 1(b), for surrogate modeling.

![Figure 1: Illustration of (a) the SOGP and (b) the MOGP.](image)

The study of MOGP has a long history and is known as multivariate Kriging or Co-Kriging [16, 17, 18, 19] in the geostatistic community; it also overlaps with the broad field of multi-task learning [20, 21] and transfer learning [22, 23] of the machine learning community. The MOGP handles problems with the basic assumption that the outputs are correlated in some way. Hence, a key issue in MOGP is to exploit the output correlations such that the outputs can leverage information from one another in order to provide more accurate predictions in comparison to modeling them individually.

Existing MOGPs can in general be classified into two categories: (1) symmetric MOGPs and (2) asymmetric MOGPs. Symmetric MOGPs use a symmetric dependency structure to capture the output correlations and approximate the \( T \) outputs simultaneously. Therefore, these MOGPs usually have an integrated modeling process, i.e., fusing all the information in an entire covariance matrix, which leads to bidirectional information transfer between the outputs. Typically, the symmetric MOGPs attempt to improve the predictions of all the outputs in symmetric scenarios, where the outputs are of equal importance and have roughly equivalent training information.

On the contrary, asymmetric MOGPs, which have an asymmetric dependency structure specifically designed for asymmetric scenarios, target to enhance the primary output predictions by transferring useful knowledge from other re-
lated secondary outputs. The basic assumption is that the primary output has a few training points, but the secondary outputs, also denoted as source domains in transfer learning [24, 25, 26], usually have sufficient training points. Here, we particularly restrict ourselves to a hierarchical asymmetric scenario where the simulator for the physics-based problem of interests has multiple levels of fidelity. Regarding them as different outputs, the version with the highest fidelity is the primary output, which has been deemed to give the most accurate predictions but is most time-consuming; whereas the simple and fast versions with declining fidelities provide coarse predictions, which however include the main features of the engineering problem and thus are useful for preliminary exploration. This kind of asymmetric multi-output modeling is often referred to as multi-fidelity modeling or variable fidelity modeling [27, 28, 29].

This article intends to (1) review and analyze the characteristics and differences of the state-of-the-art symmetric/asymmetric MOGPs, (2) investigate the potential of MOGPs over the typical SOGP on symmetric/asymmetric examples, and (3) give some recommendations regarding the usage of MOGPs.

The remainder of this article is organized as follows. Section 2 introduces the general single-/multi-output GP modeling framework. Thereafter, the existing symmetric and asymmetric MOGPs are reviewed and analyzed in Section 3 and Section 4, respectively. Section 5 further discusses the inference methods as well as the computational considerations to implement these MOGPs in practice. Subsequently, Section 6 investigates the performance and characteristics of symmetric MOGPs on four symmetric examples. Moreover, Section 7 studies the asymmetric/symmetric MOGPs on four asymmetric examples. Last, some concluding remarks are provided in Section 8.

2. Single-/Multi-output Gaussian process modeling framework

In the multi-output scenario, assume that \( X = \{ x_{t,i} | t = 1, \cdots, T; i = 1, \cdots, n_t \} \) and \( y = \{ y_{t,i} = y_f(x_{t,i}) | t = 1, \cdots, T; i = 1, \cdots, n_t \} \) are the collection of training points and associated observations for \( T \) outputs \( \{ f_t \}_{1 \leq t \leq T} \). Suppose that \( N = \sum_{t=1}^{T} n_t \), the matrix \( X \in \mathbb{R}^{N \times d} \) has \( T \) blocks with the \( t \)-th block \( X_t = \{ x_{t,1}, \cdots, x_{t,n_t} \}^T \) corresponding to the training set for output \( f_t \); the vector \( y \in \mathbb{R}^{N \times 1} \) also has \( T \) components with \( y_t = \{ y_{t,1}, \cdots, y_{t,n_t} \}^T \) corresponding to the observations of \( f_t \) at \( X_t \).

Given the training data \( D = \{ X, y \} \) for \( T \) outputs, the task is to learn a MOGP model as

\[
\text{MOGP} : \Omega_d \to \Omega_{f_1} \times \cdots \times \Omega_{f_T}
\]

where \( \Omega_d \) represents the \( d \)-dimensional input space, and \( \Omega_{f_t} \) represents the output space for \( f_t(x) \). In this article, we assume that all the \( T \) outputs share the \footnote{Though symmetric MOGPs are available in asymmetric scenarios (see the illustration examples in [13]), they may be not so effective as the particularly designed asymmetric MOGPs.}
same input space\textsuperscript{2}. Besides, for the training sets, we consider two configurations below:

- **Heterotopic data.** It means the $T$ outputs have different training sets, i.e., $X_1 \neq \cdots \neq X_T$. The heterotopic data often occurs in the scenario where the $T$ output responses at a point $\mathbf{x}$ can be obtained by separate simulations.

- **Isotopic data.** It indicates the $T$ outputs have the same training set, i.e., $X_1 = \cdots = X_T = \mathbf{X}$. The isotopic data often occurs in the scenario where the $T$ output responses at a point $\mathbf{x}$ can be obtained simultaneously through a single simulation.

For the modeling of the outputs, this article considers two scenarios below:

- **Symmetric scenario.** In this scenario, the $T$ outputs are of equal importance and have the same number of training points, i.e., $n_1 = \cdots = n_T = n$. This scenario attempts to improve the predictions of all the outputs and has been popularly studied in multi-output regression [30]. Both the heterotopic data and the isotopic data are available in this scenario, and the symmetric MOGPs can be used here.

- **Asymmetric scenario.** In this article, it particularly refers to the hierarchical multi-fidelity scenario where $n_1 > \cdots > n_T$. This scenario attempts to improve the predictions of the expensive high fidelity (HF) output $f_T$ by transferring information from the inexpensive low fidelity (LF) outputs $\{f_t\}_{1 \leq t \leq T-1}$. Note that only the heterotopic training data occurs in this scenario, and both the symmetric and asymmetric MOGPs can be used here.

Throughout the section, we first introduce the typical single-output GP modeling framework, followed by the general multi-output GP modeling framework.

2.1. Single-output Gaussian process

Typical single-output GP (SOGP) attempts to approximate the target output $f(\mathbf{x})$ where $\mathbf{x} \in \mathbb{R}^d$ by interpreting it as a probability distribution in function space as

$$f(\mathbf{x}) \sim \mathcal{GP}(m(\mathbf{x}), k(\mathbf{x}, \mathbf{x}')),$$

which is completely defined by the mean function $m(\mathbf{x})$, which is usually taken as zero without loss of generality, and the covariance function $k(\mathbf{x}, \mathbf{x}')$. The well-known squared exponential (SE) covariance function [4], which is infinitely differentiable and smooth, is expressed as

$$k_{SE}(\mathbf{x}, \mathbf{x}') = \sigma^2 \exp \left( -\frac{1}{2}(\mathbf{x} - \mathbf{x}')^T P^{-1}(\mathbf{x} - \mathbf{x}') \right),$$

\textsuperscript{2}Some works have considered the scenario where the outputs have different input spaces, see the review paper [22].
where the signal variance $\sigma_f^2$ represents an output scale amplitude; the diagonal matrix $P \in \mathbb{R}^{d \times d}$ contains the characteristic length scales $\{l_i^2\}_{1 \leq i \leq d}$ that represent the oscillation frequencies along different directions.

In many realistic scenarios, we only have the observation of the exact function value as

$$y(x) = f(x) + \epsilon,$$  \hspace{1cm} (3)

where the independent and identically distributed (iid) noise $\epsilon \sim \mathcal{N}(0, \sigma^2)$ accounts for the measurement errors, the modeling errors, or the manufacturing tolerances. The consideration of noise in GP is beneficial for numerical stability [31, 32] and better statistical properties [33].

Suppose that we have a set of training points $X = \{x_1, \ldots, x_n\}^T$ in the domain $\Omega_d$ and the associated output observations $y = \{y(x_1), \ldots, y(x_n)\}^T$. Since GP is a stochastic process wherein any finite subset of random variables follows a joint Gaussian distribution, the joint prior distribution of the observations $y$ together with $f(x^*)$ at a test point $x^*$ is

$$\begin{bmatrix} y \\ f^* \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} K(X, X) + \sigma^2_s I & k(X, x^*) \\ k(x^*, X) & k(x^*, x^*) \end{bmatrix} \right), \hspace{1cm} (4)$$

where $K(X, X) \in \mathbb{R}^{n \times n}$ is the symmetric and positive semi-definite (PSD) covariance matrix with the element $K_{ij} = k(x_i, x_j)$. By conditioning the joint Gaussian prior distribution on $y$, the posterior distribution of $f(x^*)$ is analytically derived as

$$f(x^*) | X, y, x^* \sim \mathcal{N}(\hat{f}(x^*), \sigma^2(x^*)).$$  \hspace{1cm} (5)

The prediction mean $\hat{f}(x^*)$ and prediction variance $\sigma^2(x^*)$ are respectively given as

$$\hat{f}(x^*) = k^T_* [K(X, X) + \sigma^2_s I]^{-1} y,$$  \hspace{1cm} (6a)

$$\sigma^2(x^*) = k(x^*, x^*) - k^T_* [K(X, X) + \sigma^2_s I]^{-1} k_*,$$  \hspace{1cm} (6b)

where $k_* = K(X, x^*) \in \mathbb{R}^{n \times 1}$ denotes the covariance between the $n$ training points and the test point $x^*$. Note that the prediction variance of $y(x^*)$ is $\sigma^2(x^*) + \sigma^2_s$.

To use (6a) and (6b) for prediction, we need to infer the hyperparameters $\theta$ in the covariance function $k$ and the noise process $\epsilon$ by minimizing the negative log marginal likelihood (NLML) as

$$\theta_{\text{opt}} = \arg \min_{\theta} \text{NLML},$$  \hspace{1cm} (7)

where

$$\text{NLML} = -\log p(y|X, \theta) = \frac{1}{2} y^T [K(X, X) + \sigma^2_s I]^{-1} y + \frac{1}{2} \log |K(X, X) + \sigma^2_s I| + \frac{n}{2} \log 2\pi.$$  \hspace{1cm} (8)

---

3In the so-called “deterministic” scenario, people often deliberately omit the noise $\epsilon$ to confine the GP model to an interpolator. However, Gramacy et al. [33] argued that this is a too narrow and statistically inefficient way to approximate the underlying function.
2.2. Multi-output Gaussian process

The MOGP intends to approximate the $T$ outputs $\{f_t\}_{1 \leq t \leq T}$ simultaneously by considering their correlations, with the aim of outperforming individual modeling. For the convenience of presentation below, we use the isotopic training sets $X_1 = \cdots = X_T = \mathbf{X} \in \mathbb{R}^{n \times d}$, i.e., $n_t = n$ and $\mathbf{x}_{t,i} = \mathbf{x}_i$ for $t = 1, \cdots, T$, though the MOGP can be readily extended to heterotopic training sets.

Similar to the SOGP, the $T$ outputs $\mathbf{f} = \{f_1, \cdots, f_T\}^T$ are assumed to follow a Gaussian process as

$$ \mathbf{f}(\mathbf{x}) \sim \mathcal{GP}(\mathbf{0}, \mathcal{K}_M(\mathbf{x}, \mathbf{x}')) $$

where the multi-output covariance $\mathcal{K}_M(\mathbf{x}, \mathbf{x}') \in \mathbb{R}^{T \times T}$ is defined as

$$\mathcal{K}_M(\mathbf{x}, \mathbf{x}') = \begin{bmatrix} k_{11}(\mathbf{x}, \mathbf{x}') & \cdots & k_{1T}(\mathbf{x}, \mathbf{x}') \\ \vdots & \ddots & \vdots \\ k_{T1}(\mathbf{x}, \mathbf{x}') & \cdots & k_{TT}(\mathbf{x}, \mathbf{x}') \end{bmatrix}. \quad (10)$$

The element $k_{tt'}(\mathbf{x}, \mathbf{x}')$ corresponds to the covariance, i.e., the degree of correlation or similarity, between outputs $f_t(\mathbf{x})$ and $f_{t'}(\mathbf{x}')$.

Given the relationship

$$ y_t(\mathbf{x}) = f_t(\mathbf{x}) + \epsilon_t, \quad (11) $$

where the \textit{iid} Gaussian noise $\epsilon_t \sim \mathcal{N}(0, \sigma^2_{\epsilon,t})$ is assigned to the $t$-th output, the likelihood function for the $T$ outputs follows

$$ p(\mathbf{y}|\mathbf{f}, \mathbf{x}, \Sigma_s) = \mathcal{N}(\mathbf{f}(\mathbf{x}), \Sigma_s), \quad (12) $$

where $\Sigma_s \in \mathbb{R}^{T \times T}$ is a diagonal matrix with the elements $\{\sigma^2_{\epsilon,t}\}_{1 \leq t \leq T}$. Note that the consideration of $\epsilon_t$ can (1) help transfer knowledge across the outputs \cite{34, 35}, and (2) capture some output-specific features since it is related to $f_t$.

Then, given the training set $\mathcal{X} = \{X_1, \cdots, X_T\}^T$ and the output observations $\mathbf{y} = \{y_1, \cdots, y_T\}^T$, the posterior distribution of $\mathbf{f}(\mathbf{x}) = \{f_1(\mathbf{x}), \cdots, f_T(\mathbf{x})\}^T$ at a test point $\mathbf{x}_* \in \mathcal{X}$ can be analytically derived as

$$ \mathbf{f}(\mathbf{x}_*)|\mathcal{X}, \mathbf{y}, \mathbf{x}_* \sim \mathcal{N}(\hat{\mathbf{f}}(\mathbf{x}_*), \Sigma_s). \quad (13) $$

The prediction mean and variance are respectively given as

$$ \hat{\mathbf{f}}(\mathbf{x}_*) = K^{T*}_{M*}[K_M(\mathbf{X}, \mathbf{X}) + \Sigma_M]^{-1}\mathbf{y}, \quad (14a)$$

$$ \Sigma_s = K_M(\mathbf{x}_*, \mathbf{x}_*) - K^{T*}_{M*}[K_M(\mathbf{X}, \mathbf{X}) + \Sigma_M]^{-1}K_{M*}, \quad (14b)$$

where $K_{M*} = K_M(\mathbf{X}, \mathbf{x}_*) \in \mathbb{R}^{n \times T}$ has blocks $K_{tt'}(\mathbf{X}, \mathbf{x}_*) = [k_{tt'}(\mathbf{x}_i, \mathbf{x}_s)]$ for $i = 1, \cdots, n$ and $t, t' = 1, \cdots, T$; $K_M(\mathbf{x}_*, \mathbf{x}_*) \in \mathbb{R}^{T \times T}$ has elements $k_{tt'}(\mathbf{x}_*, \mathbf{x}_*)$.

Alternatively, problem (7) can be solved by the efficient gradient descent algorithm via the partial derivatives of the marginal likelihood w.r.t. the hyperparameters $\theta$ \cite{4}.

$$\text{Alternatively, problem (7) can be solved by the efficient gradient descent algorithm via the partial derivatives of the marginal likelihood w.r.t. the hyperparameters $\theta$ \cite{4}.}$$
for \( t, t' = 1, \cdots, T \); the \( t \)-th diagonal element of \( \Sigma_s \) corresponds to \( \sigma^2_t(x_s) \); and 
\( \Sigma_M = \Sigma_s \otimes I_n \in R^{nT \times nT} \) is a diagonal noise matrix; the symmetric and block partitioned matrix \( K_M(\overline{X}, \overline{X}) \in R^{nT \times nT} \) is calculated by Eq. (10) as

\[
K_M(\overline{X}, \overline{X}) = \begin{bmatrix}
K_{11}(\overline{X}, \overline{X}) & \cdots & K_{1T}(\overline{X}, \overline{X}) \\
\vdots & \ddots & \vdots \\
K_{T1}(\overline{X}, \overline{X}) & \cdots & K_{TT}(\overline{X}, \overline{X})
\end{bmatrix}.
\tag{15}
\]

Similarly, the hyperparameters \( \theta_M \), including the parameters in \( \{k_{tt'}\}_{1 \leq t, t' \leq T} \) and \( \{\sigma^2_{s,t}\}_{1 \leq t \leq T} \), for the \( T \) outputs can be inferred by solving problem (7). Note that for the sake of brevity, we use \( f^*_t(x) \sim GP(f_t(x), \sigma^2_t(x)) \) to represent the posterior distribution of \( f_t(x) \) given the observations throughout the article.

It is found that the performance of MOGP depends on the admissible multi-output covariance structure \( K_M(x, x') \) that should be capable of (1) building a PSD covariance matrix \( K_M(\overline{X}, \overline{X}) \) in Eq. (15), and (2) capturing the output correlations and transferring available information across outputs. In the following sections, we review and analyze the characteristics and differences of the existing MOGPs categorized in Fig. 2.

3. Symmetric MOGP

By treating the outputs equally, the key in symmetric MOGP is to develop symmetric covariance functions in order to capture the output correlations for

---

4In general setting, we can write the block in the matrix as \( K_{tt'}(X_t, X_{t'}) \in R^{n_t \times n_{t'}} \) for \( 1 \leq t, t' \leq T \).
sharing useful information across the outputs as much as possible. Here we classify the symmetric MOGPs into three core categories: (1) separable models that treat the inputs and outputs separately; (2) process convolution that adopts a non-separable mixture of inputs and outputs; and (3) simple transformation models that decompose the multi-output process into a series of single-output processes by treating outputs as inputs.

3.1. Separable models

3.1.1. Linear model of coregionalization

The most widely used generative approach for developing admissible multi-output covariance functions was pioneered in the geostatistics community, known as linear model of coregionalization (LMC) [36, 37, 38, 39]. The LMC, as shown in Fig. 3, expresses the outputs as a linear combination of $Q$ latent functions as

$$f_t(x) = \sum_{q=1}^{Q} a_{t,q} u_q(x),$$

where the latent function $u_q(x)$ is assumed to be a Gaussian process with zero mean and covariance as $\text{cov}[u_q(x), u_q(x')] = k_q(x, x')$, and $a_{t,q}$ is the coefficient for $u_q(x)$. It is observed that the $T$ outputs in the symmetric LMC model are formulated similarly, and they only differ in the coefficients which measure the output correlations. The LMC model can be expressed in a matrix formulation as

$$f(x) = Bu(x),$$

where $f(x) = [f_1(x), \cdots, f_T(x)]^T$, $u(x) = [u_1(x), \cdots, u_Q(x)]^T$, and $B \in \mathbb{R}^{T \times Q}$ is a matrix with the $t$-th row as $B_t = [a_{t,1}, \cdots, a_{t,Q}]$.

Besides, the LMC model introduces an independent assumption $u_q(x) \perp u_{q'}(x')$, i.e., $\text{cov}[u_q(x), u_{q'}(x')] = 0$, for $q \neq q'$. Consequently, the cross covari-
ance between two outputs $f_t(x)$ and $f_{t'}(x')$ can be expressed as

$$k_{tt'}(x, x') = \sum_{q=1}^{Q} \sum_{q'=1}^{Q} a_{t,q} a_{t',q'} \text{cov}[u_q(x), u_{q'}(x')] = \sum_{q=1}^{Q} a_{t,q} a_{t',q} k_q(x, x').$$

(18)

Due to the decoupled inputs and outputs in the covariance structure, the LMC is known as a separable model [40]. Besides, it has been pointed out that the linear combination of several covariance functions still results in a valid covariance function, i.e., $k_{tt'}(x, x')$ in Eq. (18) is admissible [4]. Next, the multi-output covariance $K_M(x, x')$ in Eq. (10) can be expressed as

$$K_M(x, x') = \sum_{q=1}^{Q} A_q k_q(x, x'),$$

(19)

where $A_q \in \mathbb{R}^{T \times T}$ is a symmetric and PSD correlation matrix (also called coregionalization matrix) wherein the element $A_{t,q} = a_{t,q} a_{t',q}$.

Particularly, if $Q = 1$ we derive the intrinsic coregionalization model (ICM) [41], with the multi-output covariance simplified as

$$K_M(x, x') = Ak(x, x'),$$

(20)

where $A \in \mathbb{R}^{T \times T}$ has the element $A_{t,t'} = a_{t} a_{t'}$ that represents the correlation between $f_t(x)$ and $f_{t'}(x')$. Given the training points $X_1 = \cdots = X_T = \overline{X}$, we have the covariance matrix for the ICM model as

$$K_M(\overline{X}, \overline{X}) = A \otimes K(\overline{X}, \overline{X}).$$

(21)

Compared to the LMC, the ICM is more restrictive since it uses only a single latent process to capture the possible variability across outputs. But due to the Kronecker product, the computational complexity of the ICM can be greatly reduced [34].

### 3.1.2. Considerations of implementing LMC/ICM

In order to implement the LMC/ICM for multi-output modeling, we need to specify the latent covariance functions $\{k_q\}_{1 \leq q \leq Q}$ and learn the correlation matrices $\{A_q\}_{1 \leq q \leq Q}$. As for the $Q$ latent covariance functions, all of them can simply use the SE function in Eq. (2) but own different hyperparameters $\{\theta_q\}_{1 \leq q \leq Q}$; or furthermore, they can choose completely different function types. As for the number $Q$ of covariance functions, it has been pointed out that a large value of $Q$ produces an expressive and flexible model. For example, if the outputs have different characteristics, e.g., different length scales, the $Q > 1$ covariances are capable of describing such variability [40]. The $Q$ value is unrestricted, and in practice some researchers have recommended, e.g., $Q = 2$ latent processes
or $Q = T$ latent processes [43]. The further increase of $Q$ seems to yield little improvements, while significantly increasing the computational demands since we need to infer many hyperparameters in the $Q$ latent processes.

In terms of learning the correlation matrix, the simplest way is to have $A_q = I$, which indicates that the outputs are uncorrelated. Consequently, the matrix $K_M(\mathbf{X}, \mathbf{X})$ is block diagonal. In this case, the output correlations are buried in $k_q$ by sharing the hyperparameters $\theta_q$ across all the outputs [44]. There are some other parameterization choices of $A_q$, e.g., $A_q = \mathbf{1}$ and $A_q = \mathbf{1} + \alpha I$ [45]. To improve flexibility, Osborne et al. [46] employed the ICM model and parameterized the correlation matrix as $A = \text{diag}(\mathbf{e})S^TS\text{diag}(\mathbf{e})$, where $\mathbf{e}$ corresponds to the length scale of each output and $S$ is an upper triangular matrix describing the particular spherical coordinates of points. Besides, the semi-parametric latent factor model (SLFM) [47] defines the correlation matrix as $A_q = a_qa_q^T$ where $a_q = \{a_{t,q}\}_{1 \leq t \leq T}$. In this case, $A_q$ has a rank of one, and is equivalent to the free-form parameterization in what follows for $P = 1$.

Bonilla et al. [34] introduce a general “free-form” strategy to parameterize $A_q$ based on the Cholesky decomposition $A_q = LL^T$, which guarantees the positive semi-definiteness of $A_q$. The lower triangular matrix $L$ is parameterized as

$$L = \begin{bmatrix}
a_1 & 0 & \cdots & 0 
 a_2 & a_3 & \cdots & 0 
 \vdots & \ddots & \vdots 
 a_{w-T+1} & a_{w-T+2} & \cdots & a_w
\end{bmatrix},$$

(22)

where $w = T(T+1)/2$ is the number of correlation parameters. It has been pointed out that the free-form parameterization allows the elements of $A_q$ to scale freely for each pair of outputs, thus enhancing the ability to well estimate the output correlations [13]. However, a full rank $A_q$ has $T(T+1)/2$ correlation parameters, leading to a high dimensional inference problem with the increase of outputs. To mitigate this issue, an incomplete-Cholesky decomposition is used in [34] to build a rank-$P$ approximation of $A_q$ as

$$A_q \approx \tilde{A}_q = \tilde{L}\tilde{L}^T,$$

(23)

where $\tilde{L}$ is a $T \times P$ ($P \leq T$) matrix, and consequently, the rank of $A_q$ now is $P$. With the increase of $P$, Eq. (23) is enabled to estimate the output correlations more accurately and flexibly, but requiring more computational cost due to the increasing number of correlation parameters. The ICM model with the correlation matrix $A$ parameterized by Eq. (23) is referred to as multi-task Gaussian process (MTGP) [34]. For problems with several outputs, we prefer using a full rank $A_q$; while for problems with many outputs, e.g., a dataset with 139 outputs in [34], the $P$-rank parameterization is required for alleviating computational budget.

### 3.1.3. Extensions of the LMC

In the LMC framework, the latent function $u_q(\mathbf{x})$ shares the same hyperparameters $\theta_q$ for all the outputs. As a result, these $Q$ shared processes $\{u_q\}_{1 \leq q \leq Q}$
help transfer the common information across outputs. However, except the correlated common features, the outputs themselves may have some unique features that have not yet been considered in the LMC framework.

Figure 4: Graphical model of the CoMOGP.

Therefore, as shown in Fig. 4, Nguyen et al. [42] proposed a collaborative MOGP (CoMOGP) based on the common-specific decomposition as

\[ f_t(x) = \sum_{q=1}^{Q} a_{t,q} u_q(x) + v_t(x), \] (24)

where the first \( Q \) shared processes in the right-hand side correspond to the common features of the outputs, whereas the output-specific process \( v_t(x) \) corresponds to the specific features of \( f_t(x) \) itself. Similar to the role of \( Q > 1 \) in LMC, the output-specific process also has the ability to explicitly capture the variability of outputs. Besides, this “explaining away” term may help reduce negative transfer across outputs [48].

Based on the independent assumptions \( u_q(x) \perp v_t(x') \) and \( u_q(x) \perp u_{q'}(x') \) for \( 1 \leq q \neq q' \leq Q \) and \( 1 \leq t \leq T \), the covariance function between \( f_t(x) \) and \( f_{t'}(x') \) is given as

\[
k_{tt'}(x, x') = \begin{cases} 
\sum_{q=1}^{Q} a_{t,q}^2 k_q(x, x') + k_t(x, x'), & t = t', \\
\sum_{q=1}^{Q} a_{t,q} a_{t',q} k_q(x, x'), & t \neq t'. 
\end{cases}
\] (25)

Consequently, the multi-output covariance is written as \( K_M(x, x') = [k_{tt'}(x, x')]_{1 \leq t, t' \leq T} \). The common-specific decomposition covariance idea has also been explored in [19], known as common component model (CCM). A recent work [49] further decomposes the specific process \( v_t(x) \) into a weighted-sum formulation in order to handle diverse data structures in multi-output modeling.
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There are some other extensions of typical LMC, for example, the non-stationary MOGP by using a spatially varying correlation matrix [50, 51], the combination of the LMC and the Bayesian treed Gaussian process [52, 53], and the self-measuring MTGP that uses the information of outputs to construct informative correlation matrix [54, 55].

3.2. Process convolution: a non-separable model

As has been introduced before, the LMC model uses a linear combination of several independent latent processes to represent the correlated outputs. The performance of this separable model, especially the ICM model, may be limited in some scenarios where for example one output is a blurred version of the other [56]. This is because the model shares the same hyperparameters for a latent process across the outputs, see Eq. (16). Here we introduce another way beyond the separable model, called process convolution (CONV). It is a non-separable generative model that can build valid covariance functions for multi-output modeling by convolving a base process with a smoothing kernel. Different from the LMC, the flexible CONV allows to mimic each output using individual hyperparameters. Besides, it has been pointed out that the convolved process is ensured to be a Gaussian process if the base process is a Gaussian process, which makes it analytically tractable.

As shown in Fig. 5, in the convolved multi-output modeling framework, the output $f_t(x)$ can be expressed by convolving a smoothing and output-dependent kernel $g_t(.)$ with a common base process $u(.)$ as [17]

$$f_t(x) = \int_{-\infty}^{\infty} g_t(x - z)u(z)dz.$$  \hspace{1cm} (26)

This expression captures the shared and output-specific features of the outputs by a mixture of common and specific latent processes [43]. With the independence assumption $g_t \perp g_{t'}$, the cross covariance between $f_t(x)$ and $f_{t'}(x')$ is

$$k_{tt'}(x, x') = \int_{-\infty}^{\infty} g_t(x - z)g_{t'}(x' - z')k(z, z')dzdz'.$$  \hspace{1cm} (27)
Alvarez et al. [56] pointed out that if we take the smoothing kernel to be the Dirac delta function, i.e., \( g_t(x - z) = a_t \delta(x - z) \), Eq. (27) degenerates to the LMC model in Eq. (16) with \( Q = 1 \). That is, compared to the static mixture in the LMC, the CONV can be regarded as a dynamic version of the LMC due to the smoothing kernel. Note that for defining more complex covariance functions, Eq. (27) can be extended with \( Q > 1 \), i.e., allowing multiple convolutions, see [56]. Moreover, similar to the common-specific decomposition idea, Boyle et al. [57] developed a dependent GP model using multiple convolutions corresponding to different features of the outputs.

In practice, we usually assume that the base process \( u(z) \) is a white Gaussian noise [17]. Consequently, Eq. (27) can be simplified as

\[
k_{tt'}(x, x') = \int_{-\infty}^{\infty} g_t(x - z)g_{t'}(x' - z)dz.
\]

By using Fourier analysis and SE function for the smoothing kernel, the covariance can be analytically derived as [58]

\[
k_{tt'}(x, x'; \sigma_{f,t}, P_t, \sigma_{f,t'}, P_{t'}) = 2^{n/2} \sigma_{f,t} \sigma_{f,t'} |P_t|^{1/4} |P_{t'}|^{1/4} \sqrt{|P_t + P_{t'}|} \exp \left(- (x - x')^T (P_t + P_{t'})^{-1} (x - x') \right),
\]

where \( \sigma_{f,t} \) and \( \sigma_{f,t'} \) are the signal variances for \( f_t(x) \) and \( f_{t'}(x') \), respectively; the diagonal matrix \( P_t \in \mathbb{R}^{d \times d} \) contains the length scales along each input direction for output \( f_t(x) \), and similarly, \( P_{t'} \) has the length scales for \( f_{t'}(x') \).

We can see that Eq. (29) is equivalent to the original SE covariance function in Eq. (2) when \( t = t' \), thus allowing to preserve the individual characteristics of each output in the multi-output modeling framework. Note that the base process can be extended as a general Gaussian process rather than a white noise [59, 60]. For some recent variants of the CONV models, please refer to [61, 62].

It is found that the hyperparameters in Eq. (29) are related to each output, leaving no free parameters to explicitly describe the output correlations. To complete and enhance the multi-output modeling process, we need to specify the parameters to capture the output correlations, e.g., by the free-form strategy in Eq. (23). As a result, the multi-output covariance for the CONV model can be expressed as \( K_M(x, x') = [a_{tt'} k_{tt'}(x, x')]_{1 \leq t, t' \leq T} \). Wagle et al. [62] developed a similar model, called forward adaptive transfer GP (FAT-GP), for two-output cases by using the covariance in Eq. (29) and a single output similarity factor \( \lambda \). There are also some other ways, e.g., space partition [63], to enable the freedom in capturing output correlations.

Last, we have known that the CONV model is able to take into account the output-specific features by using an output-dependent convolution process, see Eq. (26). As has been pointed out before, we can improve the ability of the LMC to capture output-specific features by increasing the \( Q \) value, i.e., adopting more latent processes with different characteristics. Another way to achieve this is
to employ a framework like the common-specific decomposition in Eq. (24) to explicitly account for the output-specific features. One advantage of the CONV is that it offers a simpler model to describe the data [56].

3.3. Simple transformation models: treating outputs as inputs

The above Bayesian MOGPs employ an integrated modeling process wherein all the information of the outputs are fused in a multi-output covariance matrix $K_M(\mathbf{X}, \mathbf{X})$, and the hyperparameters are inferred jointly. Recently, some simple multi-output models that employ a kind of decomposed modeling process have been proposed. These models are easy to implement and can be applied to any surrogate model. Borchani et al. [30] denoted them as problem transformation methods, because they attempt to transform the multi-output modeling process into a series of successive single-output modeling processes by treating outputs as inputs. In what follows, we introduce two simple multi-output modeling approaches [64], stacked single-target (SST) and ensemble of regressor chains (ERC), that are motivated by some successful multi-label classification approaches.

3.3.1. Stacked single-target

The SST is developed from the stacked generalization idea [65] in multi-label classification. The stacking strategy has also been used for multi-output sampling [66]. The key of SST is to use the predicted outputs as inputs to correct the predictions.

The SST training process has two stages. In the first stage, we use the training data $D_t = \{X_t, y_t\}$ to build the first-stage model $f^*_t(x)$ for each of the $T$ outputs. In the second stage, we augment a point $x$ by involving the predictions as $x' = [x, f_1(x), \ldots, f_T(x)]$. Thereafter, we use the transformed training data $D'_t = \{X'_t, y_t\}$ to learn a new second-stage surrogate model $f'_{1t}(x')$ for each output.

The prediction process at a test point $x_*$ also has two stages. In the first stage we use the first-stage models $\{f_{1t}(x)\}_{1 \leq t \leq T}$ to have predictions at $x_*$ in order to transform it as $x'_* = [x_*, f_1(x_*), \ldots, f_T(x_*)]$. Then, we use the second-stage models $\{f'_{1t}(x'_*)\}_{1 \leq t \leq T}$ to produce the final predictions at $x'_*$ for the outputs.

3.3.2. Ensemble of regressor chains

The ERC is derived from the idea of multi-label classifier chains that chains single-output models [67]. It begins by selecting a random chain of the outputs and then builds surrogates for the ordered outputs successively. Given an randomly permuted chain set $C$ where the integer $1 \leq C_t \leq T$ represents the index of an output, the training process of ERC is described as below. First, the training data $D_{C_1} = \{X_{C_1}, y_{C_1}\}$ is used to fit a model $f_{C_1}(x)$ for $f_{C_1}(x)$. Then, the subsequent surrogate model $f_{C_1}(x)$ for $f_{C_1}(x)$ is fitted to a transformed training data $D'_{C_1} = \{X'_{C_1}, y_{C_1}\}$ where $X'_{C_1} = [X_{C_1}, y_{C_1}, \ldots, y_{C_{t-1}}]$.

The prediction process at a test point $x_*$ is similar. We first use the model $f_{C_1}(x)$ to have a prediction $f_{C_1}(x_*)$ for the first output. Then, we transform
the point \( \mathbf{x}_* \) as \( \mathbf{x}'_* = [\mathbf{x}_*, \hat{f}_{C_1}(\mathbf{x}_*)] \), and use \( f_{C_2}(\mathbf{x}) \) to predict for the second output at \( \mathbf{x}'_* \). We can have the predictions for all the outputs at \( \mathbf{x}_* \) by repeating the above process.

The main disadvantage of ERC is that it is sensitive to the selection of chains order \( C \) \cite{67}. Alternatively, an ensemble strategy can be employed where we generate \( s \) \((s \leq T!\rangle chains and the final predictions come from averaging the results of \( s \) chains.

3.3.3. Discussions

The main advantage of the simple models is the ease of implementation with existing surrogates. Besides, some theoretical insights \cite{68, 69, 70} pointed out that the consideration of additional features to transform the training data helps SST and ERC reduce the model bias at the cost of increasing the model variance. The main drawback is that the SST and ERC are hard to understand and interpret for multi-output cases. That is, they have no clear mechanism to describe the output correlations, which may affect the prediction quality. Besides, the performance of these simple strategies are affected by the base surrogate models. Since the GP is a strong surrogate model, it may be difficult to gain improvements over individual modeling using the SST and ERC methods.

4. Asymmetric MOGP

This article particularly focuses on the hierarchical multi-fidelity scenario where the \( T \) outputs represent the simulators with different levels of fidelity for the same task. These outputs \( \{f_t\}_{1 \leq t \leq T} \) are sorted by increasing fidelity, i.e., \( f_T \) has the highest fidelity and \( f_1 \) has the lowest fidelity. Besides, they have a hierarchical training sets as \( n_1 > \cdots > n_T \). Hence, the asymmetric MOGP devotes to transferring information from the inexpensive \( T - 1 \) LF outputs for enhancing the modeling of the expensive HF output.

The LF outputs in the multi-fidelity scenario usually come from simplified analysis models by using, e.g., (a) the coarse finite element meshes; (b) the relaxed boundary or convergence conditions; and (c) the Euler governing equations instead of the Navier-Stokes viscous equations. In practice, we cannot afford extensive HF simulations at many training points. Hence, the multi-fidelity modeling utilizes the correlated yet inexpensive LF information to enhance the expensive HF modeling.

An asymmetric dependency structure is required for effective asymmetric MOGPs. In the multi-fidelity scenario, the discrepancy-based MOGPs have gained popularity. We classify them into two categories, including Bayesian discrepancy-based models and simple discrepancy-based models.

4.1. Bayesian discrepancy-based models

Similar to Eq. (17), the discrepancy-based asymmetric model can be described in the separable LMC-like framework as

\[
f(\mathbf{x}) = B_L \mathbf{u}(\mathbf{x}).
\]
To have a hierarchical and ordered structure for the asymmetric scenario, $B_L \in R^{T \times T}$ now is a lower triangular matrix, and $u(x)$ contains $T$ latent processes. Particularly, based on a Markov property (see Eq. (48)), Kennedy et al. [71] presented an autoregressive model, a variant of Eq. (30), for different levels of fidelity. This model is an extension to the Co-Kriging (CoKG) model that was developed in the geostatistics community as a multi-variate Kriging [72], and can be expressed in a recursive form as

$$f_t(x) = a_{t-1} f_{t-1}(x) + \delta_t(x), \quad 2 \leq t \leq T, \quad (31)$$

where $a_{t-1}$ represents the correlation factor between adjacent fidelity levels $f_t(x)$ and $f_{t-1}(x)$, and $\delta_t(x)$ represents the discrepancy between $f_t(x)$ and $f_{t-1}(x)$. This model follows the independent assumption that $f_{t-1}(x) \perp \delta_t(x)$. Compared to the symmetric model in Eq. (16), the model, as shown in Fig. 6, uses a recursive asymmetric structure to achieve the information transfer from the LF outputs to the HF output.

![Figure 6: Graphical model of the CoKG.](image-url)

For the CoKG model, the cross and self covariances can be formulated as

$$k_{tt'}(x, x') = a_{t-1} k_{t-1}(x, x'), \quad (32a)$$

$$k_t(x, x') = a_{t-1}^2 k_{t-1}(x, x') + k_{\delta_t}(x, x'), \quad (32b)$$

where $k_{t-1}(x, x')$ is the covariance of $f_{t-1}(x)$, and $k_{\delta_t}(x, x')$ is the covariance of $\delta_t(x)$. More deeply, based on the recursive formulation in (31), we have

$$k_{tt'}(x, x') = \left( \prod_{i=t'}^{t-1} a_i \right) k_{t'}(x, x'), \quad \forall t > t', \quad (33a)$$

$$k_t(x, x') = \left( \prod_{i=1}^{t-1} a_i^2 \right) k_1(x, x') + \sum_{j=2}^{t-1} \left( \prod_{i=j}^{t-1} a_i^2 \right) k_{\delta_j}(x, x') + k_{\delta_t}(x, x'). \quad (33b)$$

Consequently, the two equations are used to form the multi-output covariance $K_M(x, x') = [k_{tt'}]_{1 \leq t, t' \leq T}$. Note that Qian et al. [73] and Leen et al. [48] also provided an equivalent modeling framework in different views.

It is found that the CoKG model is similar to the CoMOGP model: both of them employ the “explaining away” term to represent the specific features.
which eases the multi-output modeling process. Particularly, the CoKG considers all the specific features in an asymmetric expression, which enables the asymmetric transfer from the LF outputs to the HF output.

Several improvements regarding the CoKG model have been developed recently. To speed up the model efficiency, Le Gratiet et al. [74, 75] derived a recursive formulation that is capable of building a $T$-level CoKG model through building $T$ independent Kriging models successively. Burnaev et al. [76] and Zaytsev et al. [28] enabled the CoKG to handle a large training size via sparse approximation. A recent interesting work by Perdikaris et al. [77] extended CoKG to handle cases with up to $10^5$ inputs and $10^5$ training points through data-driven dimensionality reduction techniques and a graph-theoretic approach.

In order to improve the prediction quality, some works [27, 78] attempted to utilize the gradient information in the context of CoKG. Given a limited computational budget, Zaytsev et al. [79] derived a formula to determine the optimal shares of variable fidelity points by minimizing the maximal interpolation errors of the CoKG model and taking into account the computing ratios between fidelity levels. Besides, instead of using a constant correlation factor, Han et al. [27] parametrized it via a polynomial form and organized the model as

$$ f_t(x) = p^T(x) a_{t-1} f_{t-1}(x) + \delta_t(x), \quad (34) $$

where $p(x) = [1, p_1(x), \cdots, p_q(x)]^T$ contains 1 + $q$ basis functions, and $a_{t-1} = [a_0, \cdots, a_q]^T$ is the corresponding correlation factors. This flexible formulation enables CoKG to handle multi-fidelity cases with nonlinear correlations. Furthermore, Perdikaris et al. [80] generalized the CoKG model as

$$ f_t(x) = z_{t-1}(f_{t-1}(x)) + \delta_t(x), \quad (35) $$

where $z_{t-1}(x)$ is a function that maps $f_{t-1}(x)$ to $f_t(x)$, and can be assigned with a GP prior. The nonlinear mapping of a Gaussian distribution $z_{t-1}(f_{t-1}(x))$, however, is intractable in practice. To keep the analytical tractability of the Bayesian model, the authors replaced the GP prior of $f_{t-1}(x)$ with the posterior distribution $f_{st-1}(x)$ from the previous fidelity level. Thereafter, a structured covariance function is introduced as

$$ k_t(x, x') = k_{z_{t-1}}(x, x') k_{f_{st-1}}(f_{t-1}(x), f_{st-1}(x')) + k_{\delta_t}(x, x') \quad (36) $$

Note that in this nonlinear CoKG (nlCoKG) model, the posterior distribution $p(f_t(x_s) | X_t, y_t, x_s)$ is no longer Gaussian, since the point is transformed to $[x_s, f_{st-1}(x_s)]$ that contains uncertain inputs. To obtain the posterior distribution, we can integrate out $f_{st-1}(x_s)$ as

$$ p(f_t(x_s)) = \int p(f_t(x_s, f_{st-1}(x_s))) p(f_{st-1}(x_s)) dx_s. \quad (37) $$

This model has been showed to be capable of handling multi-fidelity data with nonlinear, non-functional and space-dependent output correlations. Another improvement is achieved by the calibration strategy that is a means to tune
physical parameters in order to obtain the best agreement between the predictions and the actual values. Kennedy et al. [81] presented a calibration CoKG model as

\[ f_t(x) = a_{t-1} f_{t-1}(x; \theta_e) + \delta_t(x), \]  

where \( \theta_e \) is the calibration parameters that should be tuned in order to achieve the best agreement between \( f_t(x) \) and \( f_{t-1}(x) \). The calibration framework brings about great flexibility at the cost of estimating many hyperparameters.

4.2. Simple discrepancy-based models

Instead of building the models in a Bayesian view, there are some simple multi-fidelity models, e.g., the multiplicative model \( f_t(x) = a_{t-1} f_{t-1}(x) \) [82, 83] and the additive model \( f_t(x) = f_{t-1}(x) + \delta_t(x) \) [84]. The simple discrepancy-based model (SDM) \( f_t(x) = a_{t-1} f_{t-1}(x) + \delta_t(x) \) further combines the multiplicative model and the additive model to yield better results [85, 29]. The SDM provides a decomposed modeling process by building the models for the outputs individually and estimating the correlations separately, which makes it easy to implement and be extended to existing surrogates, e.g., radial basis functions (RBF) [86, 87, 88].

The SDM usually decomposes the modeling process into four steps: (1) fit the low fidelity model \( f_{s,t-1}(x) \); (2) estimate the correlation factor \( a_{t-1} \) using an error criterion; (3) fit the discrepancy model \( \delta_{s,t}(x) \) to the training data \( \{ X_t, y_t - a_{t-1} \hat{f}_{t-1}(X_t) \} \); and finally (4) build the surrogate model as \( f_{s,t}(x) = a_{t-1} f_{s,t-1}(x) + \delta_{s,t}(x) \). In step (1), if \( t = 2 \), we fit \( f_{s,1}(x) \) to the training data \( \{ X_1, y_1 \} \); otherwise, we repeat the above steps to obtain \( f_{s,t}(x) = a_{t-2} f_{s,t-2}(x) + \delta_{s,t-1}(x) \). In step (2), the factor \( a_{t-1} \) is often optimized as [29]

\[ a_{t-1} = \arg \min_a \sum_{x \in X_t} |y_t(x) - a \hat{f}_{t-1}(x)|. \]  

In our testing, the criterion (39) often cannot provide a good estimation of \( a_{t-1} \). We present here a new criterion to obtain \( a_{t-1} \) when using the GP to approximate the outputs. It is found that the prediction variance of \( f_{s,t}(x) \) is expressed as

\[ \sigma^2_{f_t}(x) = \sigma^2_{a_{t-1} \sigma^2_{f_{t-1}}(x) + \sigma^2_{\delta_{s,t}}(x; a_{t-1})}, \]  

where \( \sigma^2_{f_{t-1}}(x) \) is the prediction variance of \( f_{s,t-1}(x) \), and \( \sigma^2_{\delta_t}(x; a_{t-1}) \) is the prediction variance of \( \delta_{s,t}(x) \). Note that \( \sigma^2_{\delta_t} \) depends on the factor \( a_{t-1} \) because \( y_{3t} = y_t - a_{t-1} \hat{f}_{t-1}(X_t) \). According to the bias-variance decomposition [89], the generalization error \( e_t \) of \( f_{s,t}(x) \) is

\[ e_t = \int (y_t(x) - \hat{f}_t(x))^2 + \sigma^2_{\delta_t}(x) dx. \]  

The bias term \((y_t(x) - \hat{f}_t(x))^2\) is usually unknown because of the unaccessible exact observation \( y_t(x) \) at an unobserved point \( x \); however, the variance term \( \sigma^2_{\delta_t}(x) \) is available for the GP model. Hence, in order to reduce the generalization
error of the model, we can decrease the integrated mean square error (IMSE) \( \int x \sigma^2(x) dx \). Along this line, the correlation factor can be optimized as

\[
a_{t-1} = \arg \min_a \int a^2 \sigma^2_{t-1}(x) + \sigma^2_{\delta_t}(x; a) dx.
\]

Eq. (42) attempts to obtain an optimal \( a_{t-1} \) to minimize the overall uncertainty of \( f_{st}(x) \), thus minimizing the generalization error \( e_t \).

5. Inference and computational considerations

In order to implement the above reviewed MOGPs, we need to infer the hyperparameters and the correlation parameters (also treated as hyperparameters if possible). Similar to the SOGP, the hyperparameters can be inferred by maximizing the marginal likelihood \( p(y|X, \theta_M) \), i.e., solving an auxiliary min-NLML problem as (7). The partial derivatives of the NLML w.r.t. the hyperparameters \( \theta_M \) are analytically derived as [4]

\[
\frac{\partial \text{NLML}}{\partial \theta^j_M} = -\frac{1}{2} y^T K^{-1}_y \frac{\partial K_y}{\partial \theta^j_M} y + \frac{1}{2} \text{tr} \left( K^{-1}_y \frac{\partial K_y}{\partial \theta^j_M} \right) + \frac{1}{2} \text{tr} \left( (K^{-1}_y - \alpha \alpha^T) \frac{\partial K_y}{\partial \theta^j_M} \right),
\]

where \( K_y = K_M(X, X) + \Sigma_M \) and \( \alpha = (K_M(X, X) + \Sigma_M)^{-1} y \). With the available derivative information, we employ the efficient gradient descent algorithm to solve problem (7).

It is found that the computational complexity of problem (7) depends on the calculation of \( K^{-1}_M(X, X) \) and the dimensionality (i.e., the number of hyperparameters in \( \theta_M \)). Suppose that this article adopts the SE covariance function \( k_{SE} \) in Eq. (2) that contains \( d + 1 \) hyperparameters for all the latent processes in the MOGPs throughout. Table 1 lists the computational complexity of calculating \( K^{-1}_M \) in each of ten representative MOGPs in the second column; besides, the last three columns provide the number of hyperparameters in each MOGP, including the \( n_c \) correlation parameters, the \( n_{SE} \) covariance parameters and the \( n_{noise} \) noise parameters.

In terms of the computational complexity of \( K^{-1}_M \), it represents (1) the type of modeling process (integrated or decomposed), (2) the type of information transfer (bidirectional or unidirectional) and (3) the type of hyperparameter inference (joint or separate). It is found that the first four Bayesian symmetric MOGPs (MTGP, SLFM, CoMOGP and CONV) employ an integrated multi-output covariance matrix \( K_M(X, X) \) in Eq. (15) to fuse the information of all the outputs. Hence, they have to calculate the inverse of an \( N \times N \) matrix, leading to the computational complexity of \( O(N^3) \). The integrated modeling process means that the information is transferred bidirectionally between the outputs, which is beneficial for the improvement of all the outputs.
Table 1: The characteristics of ten representative MOGPs, including the computational complexity of $K_M^{-1}$ and the number of hyperparameters to be inferred.

<table>
<thead>
<tr>
<th>Model</th>
<th>$K_M^{-1}$</th>
<th>$n_c$</th>
<th>$n_{SE}$</th>
<th>$n_{noise}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTGP [54]</td>
<td>$O(N^3)$</td>
<td>$T(T+1)/2$</td>
<td>$d+1$</td>
<td>$T$</td>
</tr>
<tr>
<td>SLFM [47]</td>
<td>$O(N^3)$</td>
<td>$QT(T+1)/2$</td>
<td>$Q(d+1)$</td>
<td>$T$</td>
</tr>
<tr>
<td>CoMOGP [42]</td>
<td>$O(N^3)$</td>
<td>$QT(T+1)/2$</td>
<td>$(T+Q)(d+1)$</td>
<td>$T$</td>
</tr>
<tr>
<td>CONV [58]</td>
<td>$O(N^3)$</td>
<td>$T(T+1)/2$</td>
<td>$T(d+1)$</td>
<td>$T$</td>
</tr>
<tr>
<td>SST [64]</td>
<td>$O((n+T)^3)$</td>
<td>N/A</td>
<td>$T(d+1)+T(d+T+1)$</td>
<td>$2T$</td>
</tr>
<tr>
<td>ERC [64]</td>
<td>$O((n+T)^3)$</td>
<td>N/A</td>
<td>$s[T(d+1)+T(T-1)/2]$</td>
<td>$sT$</td>
</tr>
<tr>
<td>CoKG$_a$ [71]</td>
<td>$O(n^3)$</td>
<td>$T-1$</td>
<td>$T(d+1)$</td>
<td>$T$</td>
</tr>
<tr>
<td>CoKG$_b$ [15]</td>
<td>$O(n^3)$</td>
<td>$T-1$</td>
<td>$T(d+1)$</td>
<td>$T$</td>
</tr>
<tr>
<td>nCoKG [80]</td>
<td>$O(n^3)$</td>
<td>$(T-1)(d+1)$</td>
<td>$2(T-1)+T(d+1)$</td>
<td>$T$</td>
</tr>
<tr>
<td>SDM</td>
<td>$O(n^3)$</td>
<td>$T-1$</td>
<td>$T(d+1)$</td>
<td>$T$</td>
</tr>
</tbody>
</table>

Also, an inevitable situation arises that the hyperparameters $\theta_M$, including the correlation parameters, the covariance parameters and the noise parameters, for all the outputs should be inferred simultaneously, which makes the min-NLML problem (7) a non-trivial high-dimensional optimization task. Contrarily to the four Bayesian symmetric MOGPs, the two transformation models SST and ERC, which treat outputs as inputs, need to invert a covariance matrix with the size up to $(n+T) \times (n+T)$. But due to the decomposed modeling process, the hyperparameters for each output can be inferred separately.

As for the four asymmetric MOGPs (CoKG$_a$, CoKG$_b$, nCoKG and SDM), three of them are allowed to decompose the multi-output model into a series of sub-models. Consequently, given $n_1 = \cdots = n_T = n$, they only need to invert an $n \times n$ covariance matrix $K(\mathbf{X}, \mathbf{X})$, reducing the computational complexity to $O(n^3)$. Besides, the hierarchical and decomposed modeling process lets them unidirectionally transfer information from the LF outputs to the HF output. At the same time, they can infer the hyperparameters for the outputs separately. Note that the decomposed modeling process is supported by the fact that the inexpensive LF outputs can afford more training points than the HF output in the multi-fidelity scenario.

It is worth noting that for the CoKG model [71], the hyperparameters $\theta_M$ can be inferred jointly as usual, i.e., it runs as an integrated modeling process. More efficiently, for the deterministic (i.e., noise-free) cases with nested training sets (i.e., $X_T \subseteq X_{T-1} \subseteq \cdots \subseteq X_1$), Kennedy et al. [71] and Le Gratiet et al. [74] have derived that the multi-output modeling process can be decomposed into $T$ successive and independent modeling processes, allowing to infer the hyperparameters for each output separately. The successive process is as follows: (1) build the $(t-1)$-level model $f_{s_{t-1}}(x)$; (2) estimate the hyperparameters $\theta_t$ and the correlation factor $a_{t-1}$ jointly to build $\delta_t(x)$; and (3) obtain the $t$-level model $f_t(x) = a_{t-1}f_{s_{t-1}}(x) + \delta_t(x)$. It is found that this decomposed modeling process is similar to that of the SDM with the only difference occurs in step (2): the SDM estimates $a_{t-1}$ separately, whereas the CoKG treats it as a hyperparameter and estimates it and $\theta_t$ jointly.
For many realistic cases, however, we can only have some observations of the function \( f(x) \), which might contain noise; the provided training sets for the outputs might not follow the nested property. Hence, for the general cases considered in this article, we employ two versions of CoKG for the comparison purpose. The first is the integrated CoKG \( a \) that infers all the hyperparameters jointly. The second is the decomposed CoKG \( b \) that infers the hyperparameters for the outputs separately. The CoKG \( b \) is approximately available for general cases here because in the multi-fidelity scenario, the relatively cheap LF outputs can afford many training points; thus the prediction \( \hat{f}_{t-1}(x_{t,i}) \) is accurate with a very small variance, i.e., it can be regarded as a deterministic quantity. Similar to the CoKG \( b \), the nlCoKG also runs in a decomposed fashion, see the details in [80].

Another noteworthy thing is that, though inferring the hyperparameters for the outputs separately, the SDM finds the optimal \( a_{t-1} \) by solving the auxiliary problem (42), wherein the discrepancy model \( \delta_{\epsilon_{t}}(x) \) should be refitted frequently. Hence, the SDM modeling process is time-consuming.

In terms of the number of hyperparameters, the ICM-type (\( Q = 1 \)) MTGP model [34] needs to infer \( T(T + 1)/2 \) correlation parameters due to the full rank correlation matrix parameterized by Eq. (22), \( d+1 \) covariance parameters for the single latent process, and \( T \) noise variances for each of the outputs (see Eq. (11)). While for the LMC-type SLFM model [47], this article employs the full rank free-form strategy to parametrize the correlation matrix \( A_{q} \). Hence, we should infer \( QT(T + 1)/2 \) correlation parameters, \( Q(d + 1) \) covariance parameters, and \( T \) noise parameters. Compared to the SLFM model, the CoMOGP model [42] needs to infer \( T(d + 1) \) more parameters due to the additional output-specific processes \( \{v_{t}\}_{1 \leq t \leq T} \) in Eq. (24). The SST model needs to infer \( T(d + 1) + T \) hyperparameters in the first stage to build \( T \) GP models individually; it then infers \( T(d + T + 1) + T \) hyperparameters in the second stage to build \( T \) GP models individually by the transformed input data. Similarly, the ERC model needs to infer \( T(d + 1) + T(T - 1)/2 + T \) hyperparameters to successively build \( T \) GP models using one of the \( s \) regressor chains. For the four asymmetric MOGPs, the CoKGs [71, 15] and the proposed SDM have the same number of hyperparameters, while the nlCoKG [80] has more hyperparameters due to the complex covariance function (36).

Finally, to reduce the computational complexity of calculating \( K_{M}^{-1} \) for cases with large-scale training data, some sparse approximations that use \( m (m \ll N) \) inducing points to approximate the large covariance matrix, or use the variational inference to approximate the lower bound of \( p(y) \), have been applied to MOGPs [90, 60, 56, 42, 61], reducing the computational complexity to \( O(m^{2}N) \). Since this article tests the MOGPs with moderate training sizes (\( \approx 10^{3} \)), we thus do not implement these sparse approximations.

6. Symmetric modeling experiments

In the symmetric scenario where the \( T \) outputs are of equal importance and have the same training size \( n_{1} = \cdots = n_{T} = n \), we intend to assess the capability
of various symmetric MOGPs to improve the predictions of all the outputs. The SOGP is also involved in the comparisons to act as a baseline.

We first apply these symmetric MOGPs to three symmetric examples including two analytical examples and a realistic dataset from 1D to 6D with \( T = 2 \), since the two-output scenario is popular in research works. In this part, we first investigate which type of training data (heterotopic vs. isotopic) is more beneficial for the symmetric MOGPs, followed by the analysis of the characteristics and differences of the symmetric MOGPs. We then study the impact of training size on the performance of symmetric MOGPs. Finally, the symmetric MOGPs are applied to a complicated 21D realistic dataset with \( T = 4 \).

6.1. Alternative MOGPs and performance measurement

The six alternative symmetric MOGPs include MTGP, SLFM, CoMOGP, CONV, SST and ERC in Table 1. In the experiments below, we perform data pre-processing by scaling the input domain to \([0,1]^d\) and normalizing each of the outputs to zero mean and unit variance. These MOGPs follow the structures described in section 5. Particularly, for the LMC-type SLFM model in (16), we set \( Q = T \), and compare it to the ICM-type MTGP to see the impact of \( Q \). For the CoMOGP model in (24), we set \( Q = 1 \) to see the impact of output-specific terms \( \{v_t\}_{1 \leq t \leq T} \) when compared to MTGP. For the ERC model, we have \( s = T! \) regressor chains.

Regarding model parameter settings, the length scales \( \{l_i\}_{1 \leq i \leq d} \) and the signal variance \( \sigma_f^2 \) in \( k_{SE} \) are initialized to 0.5, the noise variances \( \{\sigma_s^2, t\}_{1 \leq t \leq T} \) are initialized to 0.01, and the lower triangular matrix \( L \) in Eq. (22) is initialized with the diagonal elements as one and the remaining elements as zero, i.e., \( A_q \) is initialized as an identity matrix. Regarding hyperparameters learning, we use the `minimize` function that adopts a conjugate gradient optimization algorithm in the GPML toolbox, with a maximum number of iterations as 500. Though these MOGPs have different model structures, i.e., different multi-output covariance functions as well as different number of hyperparameters, we assign the same initial values to the same hyperparameters and infer them with the same optimization settings for making a fair comparison.

Finally, to assess the model accuracy, we adopt the relative average absolute error (RAAE) criterion (also known as standardized mean squared error, SMSE [4])

\[
\text{RAAE} = \frac{\sum_{i=1}^{n_{\text{test}}} | f(x_i) - \hat{f}(x_i) |}{n_{\text{test}} \times \text{STD}},
\]

where \( n_{\text{test}} \) denotes the number of test points, and STD stands for the standard deviation of function values at the test points. The closer the RAAE value approaches zero, the more accurate the model is.

\(^5\)The asymmetric MOGPs are not included here, because most of them employ a decomposed modeling process, which is unsuitable for the symmetric case.

\(^6\)http://www.gaussianprocess.org/gpml/code/matlab/doc/
6.2. Typical symmetric modeling with $T = 2$

In order to assess the performance of different symmetric MOGPs, we adopt three examples with different characteristics. The first 1D Toy example has two outputs respectively expressed as

$$f_1(x) = 1.5(x + 2.5)\sqrt{(6x - 2)^2 \sin(12x - 4) + 10}, \quad x \in [0, 1], \quad (45a)$$
$$f_2(x) = (6x - 2)^2 \sin(12x - 4) + 10, \quad x \in [0, 1]. \quad (45b)$$

It is found that the output $f_1$ is a nonlinear transformation of the output $f_2$. As shown in Fig. 7(a), the two outputs in this example are highly correlated with the Pearson correlation coefficient of $r = 0.95$.

We then employ a 2D Branin example with two outputs defined in $\Omega_2 \in [-5, 10] \times [0, 15]$ respectively expressed as

$$f_1(x) = (x_2 - \frac{3}{4\pi} x_1^2 + \frac{4}{\pi} x_1 - 6)^2 + 10(1 - \frac{1}{8\pi}) \cos(x_1) + 2x_1 - 9x_2 + 32, \quad (46a)$$
$$f_2(x) = (x_2 - \frac{5.1}{4\pi} x_1^2 + \frac{5}{\pi} x_1 - 6)^2 + 10(1 - \frac{1}{8\pi}) \cos(x_1) + 10. \quad (46b)$$

As shown in Fig. 7(b), the output $f_1$ is a slightly modified Branin function plus a linear discrepancy term, and the output $f_2$ is the original non-stationary Branin function. Compared to the 1D example, the two outputs in the Branin example are lowly correlated with the Pearson coefficient of $r = 0.67$.

We finally apply the six symmetric MOGPs to a practical aircraft design example. This example selects six important input variables and calculates two aeroengine outputs (gross thrust and net thrust). We use the Matlab routine `lhsdesign` to generate 1000 points and evaluate the two outputs at each point by the design software. Using the 1000 points, it is detected that the correlation coefficient between the gross thrust and the net thrust is $r = 0.87$.

Table 2 shows the sampling configurations for symmetric MOGPs on the three examples. In this table, $n$ denotes the number of training points for each output, since for the symmetric examples we assume $n_1 = n_2 = n$; $n_{\text{test}}$ denotes the number of test points used to calculate the RAAE value of the
Table 2: Sampling configurations for symmetric MOGPs on three symmetric examples.

<table>
<thead>
<tr>
<th>Examples</th>
<th>d</th>
<th>T</th>
<th>n = n₁ = n₂</th>
<th>n_{test}</th>
<th>n_e</th>
<th>n_e</th>
<th>n_e</th>
<th>n_e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toy</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td>Branin</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>60</td>
<td>5000</td>
<td>20</td>
</tr>
<tr>
<td>Aircraft</td>
<td>6</td>
<td>2</td>
<td>20</td>
<td>60</td>
<td>100</td>
<td>140</td>
<td>500</td>
<td>60</td>
</tr>
</tbody>
</table>

In what follows, we first investigate the performance of symmetric MOGPs using heterotopic training points and isotopic training points, respectively, on the three examples. For the heterotopic training case, we use the function \( \text{lhsdesign} \) to generate the training points for the outputs separately. For the isotopic case, both the outputs \( f₁ \) and \( f₂ \) use the training sets generated in the heterotopic case for \( f₂ \). The training size for the heterotopic vs. isotopic comparison is set as \( 10d \), because Loeppky et al. \[91\] has provided reasons and evidence supporting that this initial training size is able to build an effective initial GP model. But since ten points for the 1D Toy example are too many, we set the size as \( 6d \). Thereafter, the impact of training size \( n \) on the performance of symmetric MOGPs is studied by testing the models with another three training sizes that are less or larger than \( 10d/6d \).

Besides, since the performance of these MOGPs vary for different training sets \[29\], we statistically test them with 100 different training sets for each sampling configuration. For the analytical Toy and Branin examples, the 100 training sets are generated by the function \( \text{lhsdesign} \). For the Aircraft dataset, the points in each of the 100 sets are randomly selected from the original dataset. The randomness and the 100 repetitions enlarge the diversity of training sets for thoroughly showcasing the performance of different symmetric MOGPs.

6.2.1. Heterotopic vs. isotopic

Fig. 8 depicts the boxplots of the RAAE values of six symmetric MOGPs and the SOGP using heterotopic/isotopic training points on the Toy example with \( n = 6 \), the Branin example with \( n = 20 \) and the Aircraft example with \( n = 60 \), respectively. These boxplots in compact formating describe how the RAAE values of the models vary over 100 training sets. The bottom and top of each box are the lower and upper quartile values of the RAAEs, the dot circles represent the median RAAE values, the open symbols (square and triangle) represent the average RAAE values, the vertical lines (whiskers) extended from the end of the box represent the extent of the remaining data relative to the lower and upper quartiles, the maximum whisker length is 1.5 times the interquartile range, and finally the + and \( \times \) symbols represent the outliers that beyond the limit of the vertical lines.

The results in Fig. 8 indicate that the simple transformation models SST and ERC, which treat outputs as inputs, seem to be insensitive to the type of training data. This is induced by the decomposed modeling processes that do not consider the fusion of training data from all the outputs. On the contrary,
we observe that the four Bayesian MOGPs perform better using heterotopic/isotopic training points. The core idea behind the multi-output modeling is to transfer information as much as possible across outputs. To maximize the information diversity, the outputs are suggested to have unique information, e.g., different training sets. As a result, the MOGP can transfer much information across the outputs when learning them simultaneously. The isotopic case, however, has the same training set for all the outputs, which reduces the diversity of available information. Particularly, given the noise-free observations ($\sigma_{s,t}^2 = 0$) at the isotopic training points for all the outputs, Bonilla et al. [34] has pointed out that the predictions of MTGP at a test point $x_*$ in (14a) are degenerated to

$$
\hat{f}(x_*) = \begin{bmatrix}
k^T_1 K(\mathbf{X}, \mathbf{X})^{-1} y_1 \\
\vdots \\
k^T_1 K(\mathbf{X}, \mathbf{X})^{-1} y_T 
\end{bmatrix}.
$$

(47)

It is found that in this case, the prediction for output $f_t$ only depends on the observations $y_t$, leading to the so-called transfer cancellation or autokrigeability [92]. From another point of view, the isotopic case can lead to the symmetric Markov property of covariance functions [93] as

$$
cov[y_t(x'), y_{t'}(x) | y_t(x)] = 0, \forall x \neq x'.
$$

(48)

This property means that if we have already known $y_t(x)$, then observing $y_{t'}(x)$
gives no information to help predict \( y_t(x') \). Note that even in the isotopic case with noise-free observations, the same covariance hyperparameters shared in (47) can still achieve some kind of information sharing across outputs. That is why some of the four Bayesian MOGPs, e.g., the MTGP, outperform the SOGP on the Toy and Branin examples using isotopic training data. On the contrary, the transfer cancellation will not hold in the heterotopic case. Consequently, most of the four Bayesian MOGPs using heterotopic training data perform much better than the SOGP on all the three examples due to the augmented information diversity.

Figure 9: Illustration of heterotopic vs. isotopic on the Toy example using the MTGP model.

Fig. 9 illustrates a run of heterotopic vs. isotopic on the Toy example using the MTGP model, where the dot lines represent the locations of training points. Particularly, the green dot lines represent the isotopic training sets, and they are same for the two outputs. On the other hand, the red dot lines for \( f_1 \) and the green dot lines for \( f_2 \) represent the heterotopic training sets. We can see that the isotopic training sets deliver poor information about the two outputs because of the same locations. Consequently, the MTGP infers poor hyperparameters with small length scales, leading to no improvement of predictions in comparison to the SOGP. However, the heterotopic case is different. We can imagine that the augmented information diversity brought by the heterotopic training sets is in some way equivalent to increasing the training size for each output. As a result, though each output only has six points, the MTGP infers good hyperparameters and improves the SOGP predictions significantly by fusing the heterotopic training points together.

In conclusion, if the physical problem allows to simulate the outputs separately, it is recommended to generate heterotopic training data to improve
the information diversity for better hyperparameter learning and finally better multi-output modeling.

6.2.2. Comparison of symmetric MOGPs

In this section, we intend to investigate the impact of various MOGP structures that employ different covariance functions (ICM type, LMC type or extended LMC type) and different modeling processes (integrated or decomposed), on the modeling performance. To make a fair comparison, all the symmetric MOGPs follow the parameter settings in section 6.1 for learning hyperparameters and use the heterotopic training data.

We focus on the analysis of the RAAE results of different models using the heterotopic training points in Fig. 8. To this end, we employ the Nemenyi post-hoc test to check the statistical significance of the differences between the models. Particularly, the graphical presentation introduced in [94] is used to report the statistical results. In this diagram, the models are placed along a horizontal axis according to their average ranks. Then, a critical difference (CD) is calculated as the minimal difference in average ranks to decide whether two models are significantly different or not. Finally, the models are classified into several groups, each of which connects together the models that are not significantly different. Fig. 10 depicts the comparison of different models for the two outputs of the three symmetric examples using the Nemenyi test. Note that we use a 0.05 confidence level to calculate the CD in this article.

![Figure 10: Comparison of different symmetric MOGPs for the two outputs of (a) the Toy example, (b) the Branin example and (c) the Aircraft example using the Nemenyi test. The first column lists the test results for $f_1$ and the second column for $f_2$.](image)

The first observation from the statistical results in Fig. 10 is that the simple transformation models SST and ERC can not significantly improve over the...
The poor results of SST and ERC are attributed to the use of the GP model, a very strong base regressor. It has been pointed out that the SST and ERC are able to decrease the model bias at the cost of increasing the model variance by treating the outputs as inputs [64]. If we choose some weak base regressors, e.g., the ridge regression [95], the two models are found to be capable of significantly improving over the single-output models, see the comparative results in [64]. However, for the GP model studied in this article, it is a very strong model wherein the NLML expression (8) itself automatically achieves a bias-variance trade-off [4]. Therefore, due to the capability of well exploiting the observed information, the GP is hard to be improved in multi-output scenarios by using the simple SST and ERC strategies. Besides, the decomposed modeling process limits the performance of SST and ERC, since it does not fuse the information from all the training points of the outputs.

The second observation is that the four Bayesian symmetric MOGPs (MTGP, SLFM, CoMOGP and CONV) usually significantly outperform the SOGP on the three symmetric examples. Compared to the SST and ERC that have no clear mechanism to interpret the output correlations, the four Bayesian MOGPs explicitly take into account the output correlations in the correlation matrices \( \{A_q\}_{1 \leq i \leq Q} \) for effective multi-output modeling.

The final observation is that the increase of \( Q \) (SLFM) or the consideration of additional output-specific terms (CoMOGP) is able to improve over the MTGP model. Increasing of \( Q \) in SLFM offers more latent functions with different characteristics to enhance the expressive power of the model and transfer more shared information across the outputs. Similarly, the additional output-specific terms in CoMOGP explicitly decomposes the outputs into common and specific features, which make the modeling process easier. As for the CONV model, though containing individual parameters for each output in Eq. (26), it yields a comparable performance to the MTGP model.

### 6.2.3. Impact of training size

According to the sampling configurations in Table 2, Fig. 11 investigates the impact of training size \( n \) on the performance of four MOGPs and the SOGP on three examples. Note that we use the heterotopic training points, and the SST and the ERC are not involved here due to their poor results in Fig. 10.

It is first observed that all the symmetric MOGPs and the SOGP yield better predictions with the increase of training size (i.e., more information about the outputs). These results are expectable since it has been proved in chapter 7 of [4] that the hyperparameters will be inferred more accurately and the GP predictions will converge to the underlying function values with the increase of training size.

Additionally, we can see that the four symmetric MOGPs often outperform...
the SOGP with different training sizes. But they are found to perform similarly to or worse than the SOGP with extreme training sizes. For instance, the MOGPs perform worse than the SOGP for the two outputs of the Toy example with \( n = 4 \) and for the first output of the Aircraft example with \( n = 10 \). Likewise, the MTGP and the CONV perform worse than the SOGP on the Branin example with \( n = 60 \); all the MOGPs except the CoMOGP have deteriorated to be close to the SOGP on the Aircraft example with \( n = 140 \); and more seriously, all the MOGPs perform worse than the SOGP on the Toy example with \( n = 10 \).

The poor performance of the symmetric MOGPs using a few training points is induced by the information sparsity. If the training size \( n \) is too small, the model can not capture the primary features of the outputs. As a result, modeling the outputs jointly can gain little benefits, sometimes it on the contrary may lead to poor predictions. A too large training size \( n \), however, will also harm the performance of symmetric MOGPs due to the discrepancy between the shared information and the exact information. For output \( f_t \), the information transferred from other outputs, however, is more or less different from the exact information itself. In cases with limited information about \( f_t \), the additional information transferred from related outputs surely enhance our knowledge about...
But in cases with abundant information about \( f_t \), the transferred information may lead to poor predictions because of the discrepancy between this kind of information and the exact one.

Finally, from the foregoing discussions, we empirically conclude that in the symmetric scenarios, the four Bayesian symmetric MOGPs outperform the SOGP with moderate training sizes (e.g., around 10\(d\) (\(d > 1\)) or 6\(d\) (\(d = 1\)), but perform worse with extreme training sizes.

6.3. Robot inverse dynamic example with \( T = 4 \)

Apart from the above three \( T = 2 \) examples, we finally apply the symmetric MOGPs to a more complicated and high-dimensional realistic example. This example is an inverse dynamic model of a 7-degree-of-freedom anthropomorphic robot arm [96]. It has 21 input variables including 7 joints positions, 7 joint velocities and 7 joint accelerations; the corresponding outputs are 7 joint torques. We attempt to approximate the 2nd, 3rd, 4th and 7th joint torques using the symmetric MOGPs. The Robot dataset contains 48933 data points [42] and it is found that the 2nd torque is negatively correlated with the other three torques, the 2nd and 4th torques have the lowest correlation of \( r = -0.57 \), whilst the 4th and 7th torques have the highest correlation of \( r = 0.96 \).

Figure 12: The RAAE values (left column) and the Nemenyi test results (right column) of symmetric MOGPs for the four outputs of the Robot example.
For the complicated Robot example, we follow the 10$d$ rule to choose 210 heterotopic training points from the original dataset for each of the four outputs. Similarly, we have 100 different training sets, each of which is randomly selected from the original dataset. Besides, we leave a separate test set containing 4449 data points to calculate the RAAE.

Fig. 12 depicts the RAAE values as well as the Nemenyi test results of the four symmetric MOGPs for the four outputs of the Robot example. We can see that all the four MOGPs outperform the SOGP significantly for the four outputs. Among them, the SLFM produces the best performance, since it is always one of the two best MOGPs for each of the four outputs. Besides, we clearly see that the MOGPs are much more time-consuming than the SOGP, since they fuse all the training points in a single covariance matrix and have many hyperparameters. For instance, a single run of the SLFM takes about 780 s, while a run of the SOGP for the four outputs only needs 39 s.

7. Asymmetric modeling experiments

In the asymmetric multi-fidelity scenario, the intent is to use the related $T−1$ LF outputs to enhance the modeling of the HF output with the training sizes as $n_1 > \cdots > n_T$. This section first studies four asymmetric MOGPs, including CoKG$_a$, CoKG$_b$, nlCoKG and SDM in Table 1, on three asymmetric examples with two-level fidelity. The two-level fidelity scenario is by far the most popular of the research works in the literature. Besides, the four Bayesian symmetric MOGPs are also employed for the comparison purpose. We first compare the symmetric/asymmetric MOGPs to see their pros and cons in multi-fidelity scenarios, followed by the study of the impact of HF training size. Finally, these MOGPs are applied to an example with three-level fidelity to assess their performance in the general hierarchical multi-fidelity scenario.

For the asymmetric MOGPs, the correlation factor $a_{t-1}$ is initialized to 1. For the nlCoKG model in (35), we calculate the posterior mean and variance at $x_*$ by Monte Carlo integration of Eq. (37) using 1000 points sampled from $p(f_{t-1}(x_*)$. Besides, in the SDM modeling process, we solve the auxiliary optimization problem (42) with $a$ in the range $[-5, 5]$. Other parameters keep the same as that in the above symmetric experiments.

7.1. Typical asymmetric modeling with two-level fidelity

This section investigates the performance of four asymmetric MOGPs and four symmetric MOGPs on three multi-fidelity examples, each of which has an expensive HF output and a cheap LF output. The first two examples are the Toy example and the Branin example used before. Here, we regard $f_1$ as the inexpensive LF output and $f_2$ as the expensive HF output. The third realistic Airfoil example comes from [79] that calculates the lift coefficient of an airfoil under different flight conditions and geometry parameters. The Airfoil data is generated based on six most important design variables selected from 52 design variables including the geometry parameters, the speed and the angle of attack.
Table 3: Sampling configurations for symmetric/asymmetric MOGPs on three asymmetric examples.

<table>
<thead>
<tr>
<th>Examples</th>
<th>$d$</th>
<th>$T$</th>
<th>$n_h = n_2$</th>
<th>$n_l = n_1$</th>
<th>$n_{test}^h$</th>
<th>$n_{test}^l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toy</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Branin</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Airfoil</td>
<td>6</td>
<td>2</td>
<td>20</td>
<td>40</td>
<td>60</td>
<td>140</td>
</tr>
</tbody>
</table>

Table 3 shows the sampling configurations for symmetric/asymmetric MOGPs on the three asymmetric examples. The symbol $n_h$ denotes the number of HF training points, $n_l$ denotes the number of LF training points, and $n_{test}^h$ and $n_{test}^l$ denote the numbers of HF and LF test points, respectively. The large amount of LF points indicate that the LF output can be well approximated. Similar to the above symmetric experiments, the training set for the Toy and Branin examples is generated by the `lhsdesign` function and has 100 instances. Note that the 100 instances of each sampling configuration for the Airfoil example are randomly selected from the original dataset.

7.1.1. Comparison of different MOGPs

Fig. 13 depicts the RAAE values of different symmetric/asymmetric MOGPs and the SOGP on the Toy example with $n_h = 6$, the Branin example with $n_h = 20$, and the Airfoil example with $n_h = 60$, respectively. Besides, the corresponding right sub-figures provide the Nemenyi test results of these MOGPs.

We first observe that most of the symmetric/asymmetric MOGPs significantly outperform the SOGP on the three asymmetric examples. For example, all the MOGPs significantly outperform the SOGP on the Toy example; all of them except the SDM significantly outperform the SOGP on the Airfoil example; six out of the eight MOGPs perform significantly better than the SOGP on the Branin example.

Besides, we observe that with the decrease of output correlations, the asymmetric MOGPs using decomposed modeling process outperform the symmetric MOGPs. The integrated modeling processes of the symmetric MOGPs enable them to mimic the output behaviors from one another by bidirectional information transfer between the outputs. Different from the symmetric scenario where the two outputs have similar amount of training information (e.g., $n_1 = n_2$), the asymmetric scenario here, however, has an information asymmetry property ($n_h(n_2) < n_l(n_1)$). As a result, the LF output contributes to most of the information in the correlation matrix $K_M$. Hence, through transferring information bidirectionally between outputs, the symmetric MOGPs mainly mimic the LF behaviors to represent the HF output. If the HF/LF outputs are highly correlated, the symmetric MOGPs are expected to have good predictions. For
instance, two of the three best MOGPs on the Toy example ($r = 0.95$) are symmetric MOGPs, see, e.g., the CoMOGP run in Fig. 14(a); and all the three best MOGPs on the Airfoil example ($r = 0.90$) are symmetric MOGPs. However, if the HF/LF outputs have a low correlation, the HF predictions mainly learnt from the LF output may be far away from the exact value. This issue becomes more serious for those symmetric MOGPs with a strong expressive power, i.e., being capable of learning more from the LF output. For instance, the CoMOGP has the poorest predictions on the Branin example ($r = 0.67$), see an illustration run in Fig. 14(b). Finally, it is found that different from other asymmetric MOGPs, the CoKG\textsubscript{a} performs similarly to the symmetric MOGPs on the three examples due to the integrated modeling process.

On the contrary, the remaining three asymmetric MOGPs (CoKG\textsubscript{b}, nlCoKG and SDM) unidirectionally and purely transfer all the LF information to the HF output due to the decomposed modeling process. To avoid purely using the LF behaviors to represent the HF output, they additionally consider a discrepancy term $\delta_t(x)$ as well as a correlation factor $a_{t-1}$ to adjust the HF predictions. As a result, the three asymmetric MOGPs significantly outperform the other models on the complex Branin example, see, for example, the CoKG\textsubscript{b} run in Fig. 14(b). A question arises that the CoKG\textsubscript{a} also contains a discrepancy term but cannot yield such good results on the Branin example. We think it is attributed to the integrated modeling process where the common and discrepancy information is fused in $K_M$. If the shared information is not accurate for $f_h$, which occurs for symmetric MOGPs on this example, the quality of discrepancy information will
be affected. Hence, the decomposed modeling process here not only reduces the computational complexity, but also provides benefits for the prediction quality.

Besides, for the other two examples with highly correlated outputs, there is no significant difference between the symmetric MOGPs (SLFM and CoMOGP) and the asymmetric MOGPs (CoKG\textsubscript{a} and CoKG\textsubscript{b}) on the 1D Toy example; but the asymmetric MOGPs perform significantly worse than the SLFM on the 6D Airfoil example. Among the three asymmetric MOGPs, the CoKG\textsubscript{b} and the nlCoKG significantly outperform the simple SDM on two examples. As for the complex Branin example, the nlCoKG outperforms the CoKG\textsubscript{b} since it has the capability to capture the nonlinear correlations over the whole domain. Interestingly, the simple SDM offers a comparable performance to the nlCoKG on the Branin example.

Finally, note that the decomposed modeling processes in CoKG\textsubscript{b}, nlCoKG and SDM gain benefits from the information asymmetry property, i.e., the inexpensive LF output owns many more training points than the expensive HF output. If the information asymmetry is no longer hold, for example, it degenerates to the symmetric case with \( n_l = n_h \), the decomposed modeling process will yield poor results because of the poor quality of LF predictions. Taking the Branin case with \( n_l = n_h = 20 \) for example, we have \( \text{RAAE}_{\text{nlCoKG}} = 0.0923 \) and \( \text{RAAE}_{\text{SLFM}} = 0.0045 \). That is why we did not include the asymmetric MOGPs in the symmetric modeling experiments in section 6.
7.1.2. Impact of HF training size

Fig. 15 investigates the impact of HF training size \( n_h \) on the RAAE values of different MOGPs on the three asymmetric examples according to the sampling configurations in Table 3.

![Figure 15: The impact of HF training size \( n_h \) on the RAAE values of different MOGPs on (a) the Toy example, (b) the Branin example and (c) the Airfoil example, respectively.](image)

Different from the symmetric results in Fig. 11, we here find that the MOGPs can generally improve the SOGP predictions with a small HF training size, e.g., \( n_h = 4 \) for Toy, \( n_h = 5 \) for Branin and \( n_h = 20 \) for Airfoil. This is because the LF output has already provided sufficient related information to help learn the HF output in the asymmetric scenario. Besides, with the increase of \( n_h \), the MOGPs, especially the symmetric MOGPs, begin to lose their ability to improve over the SOGP. For example, the median RAAE values of most MOGPs are close to that of the SOGP with \( n_h = 8 \) on the Toy example. More seriously, the symmetric MOGPs together with the CoKG\(_a\) perform worse than the SOGP with \( n_h = 40 \) on the Branin example. The reason is the same for the deterioration of symmetric MOGPs with large training sizes in Fig. 11.

Additionally, it is observed that the nlCoKG using a space-dependent correlation term \( z_{t-1} \) in Eq. (35) usually performs worse than the CoKG\(_b\) using a constant correlation term \( a_{t-1} \) in Eq. (31) on the three asymmetric examples with small HF training sizes. The reason is that the nlCoKG is hard to accurately capture the nonlinear HF/LF correlations with a few HF training points. But the nlCoKG begins to outperform the CoKG\(_b\) with the increase of \( n_h \), especially on the Branin example with complex output correlations.

Finally, from the foregoing discussions, we empirically conclude that in the multi-fidelity asymmetric scenarios, the symmetric/asymmetric MOGPs outperform the SOGP with small and moderate HF training sizes (e.g., conservatively, less than about 10\(d\) \((d > 1)\) or 6\(d\) \((d = 1)\)), but perform worse with large HF training sizes.
7.2. The stochastic incompressible flow example with three-level fidelity

As stated before, the multi-fidelity scenario has a hierarchical structure with \( n_1 > \cdots > n_T \). Hence, we finally applied the MOGPs to a realistic example with three-level fidelity. This example is a 2D stochastic incompressible flow (SIFlow) passing a circular cylinder under a random inflow boundary condition [98], with the goal of modeling the 0.6-superquantile risk of the base pressure coefficient \( R_{0.6}(C_{BP}) \) with the condition of Reynolds number \( Re = 100 \). The output should be simulated in both the physical space wherein the incompressible flow field is governed by the Navier-Stokes equations, and the probability space wherein three simulators of different precisions are used. The computing time of the HF simulator is about 3 times the medium fidelity (MF) simulator, and is about 15 times the LF simulator. The SIFlow dataset comprises 30 HF data points, 99 MF data points and 357 LF data points, which are simulated in parallel on one rack of IBM BG/Q (16384 cores) [98].

For the SIFlow example with three-level fidelity, we test different MOGPs with 10 HF points, 30 MF points and 100 LF points. Each of the training set has 100 instances randomly selected from the original dataset. Fig. 16 depicts the RAAE values and the Nemenyi test results of different MOGPs on the SIFlow example. Note that though our intent is to improve the prediction quality of the HF output, we still provide the results of MOGPs for the MF and LF outputs in this figure to show the gradual improving process from the LF output to the HF output.

In such a hierarchical scenario, the symmetric MOGPs are capable of improving the HF output, since they fuse the information of all the outputs and transfer knowledge between each other. But the improvements brought by the symmetric MOGPs seem to be weaker than most of the asymmetric MOGPs,
which are specifically designed for the hierarchical scenario. For instance, except the CoMOGP, the other three symmetric MOGPs yield larger RAAE values than three asymmetric MOGPs for the MF output. As for the final HF output, though the SLFM shows a competitive performance, the other symmetric MOGPs perform significantly worse than most of the asymmetric MOGPs. Finally, in the four asymmetric MOGPs, the simple SDM can not improve over the SOGP for both the MF and HF outputs.

8. Conclusions

This article attempts to provide insights into the state-of-the-art MOGPs, which are promising for multi-output approximation in terms of improving prediction quality. We classify them into two main categories as (1) symmetric MOGPs and (2) asymmetric MOGPs. We thoroughly examined the performance of ten representative MOGPs on eight examples in the symmetric and asymmetric scenarios. Eight out of the ten MOGPs are found to be promising in terms of improving the SOGP predictions for multiple outputs. Though according to the no-free lunch theorem [99], no one in the eight MOGPs always outperforms the others. From the review and the numerical experiments, we can provide some recommendations for the use of these MOGPs and highlight potential directions for further research.

In the symmetric scenario where the intent is to improve the predictions of all the outputs jointly, we considered \( n_1 = \cdots = n_T \) and investigated six representative symmetric MOGPs on four examples using different types of training points, different training sizes and different output sizes. Based on the numerical experiments, we have the following findings:

- If the physical problem allows to simulate the outputs separately, it is recommended to generate heterotopic training data to improve the information diversity for better multi-output modeling;

- The simple transformation models SST and ERC can not significantly improve over the SOGP. Besides, they are hard to understand and interpret multi-output problems;

- The four Bayesian symmetric MOGPs (MTGP, SLFM, CoMOGP and CONV) usually significantly outperform the SOGP. Among them, the CONV is found to have a performance similar to the ICM-type MTGP. But the increase of \( Q \) (SLFM) or the consideration of additional output-specific terms (CoMOGP) is able to improve over the MTGP;

- The four Bayesian symmetric MOGPs outperform the SOGP with moderate training sizes (e.g., around \( 10d \) \((d > 1) \) or \( 6d \) \((d = 1) \)), but perform worse with extreme training sizes.

Moreover, in the multi-fidelity asymmetric scenario where the intent is to extract information from related and inexpensive LF outputs to approximate
the expensive HF output, we considered $n_1 > \cdots > n_T$ and investigated four symmetric MOGPs and four asymmetric MOGPs on four examples, and have the following findings:

- Most of the symmetric/asymmetric MOGPs significantly outperform the SOGP in the multi-fidelity scenario;

- With the decrease of output correlations, the asymmetric MOGPs using decomposed modeling process, e.g., CoKG$_b$ and nlCoKG, outperform the symmetric MOGPs;

- The symmetric/asymmetric MOGPs outperform the SOGP with small and moderate HF training sizes (e.g., conservatively, less than about $10d$ ($d > 1$) or $6d$ ($d = 1$)), but perform worse with large HF training sizes.

Last, based on the qualitative and quantitative analysis of the state-of-the-art MOGPs, we highlight some potential research directions to further improve the performance of MOGPs and extend the available applications. For example, we can devote to (1) effective MOGPs that utilize positive transfer while avoid negative transfer across outputs [48, 62]; (2) efficient MOGPs that handle “Big data” with numerous training points in high dimensions [42, 77]; (3) non-stationary MOGPs that handle, e.g., discontinuous problems [52, 100]; (4) sampling strategies for sequential updating of the MOGPs by considering the output correlations and, particularly, the computing ratios between different fidelity levels in asymmetric scenarios [75, 101]; and (5) MOGP-assisted optimization [102, 103] and uncertainty quantification [104].
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