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Abstract—The design of evolutionary algorithms has typically been focused on efficiently solving a single optimization problem at a time. Despite the implicit parallelism of population-based search, no attempt has yet been made to multitask, i.e., to solve multiple optimization problems simultaneously using a single population of evolving individuals. Accordingly, this paper introduces evolutionary multitasking as a new paradigm in the field of optimization and evolutionary computation. We first formalize the concept of evolutionary multitasking and then propose an algorithm to handle such problems. The methodology is inspired by bio-cultural models of multifactorial inheritance, which explain the transmission of complex developmental traits to offspring through the interactions of genetic and cultural factors. Furthermore, we develop a cross-domain optimization platform that allows one to solve diverse problems concurrently. The numerical experiments reveal several potential advantages of implicit genetic transfer in a multitasking environment. Most notably, we discover that the creation and transfer of refined genetic material can often lead to accelerated convergence for a variety of complex optimization functions.
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I. INTRODUCTION

EvoluTIoNaRy algorithms (EAs) are optimization metaheuristics which work on Darwinian principles of Natural Selection or Survival of the Fittest [1]. The algorithm begins with a population of individuals that undergo computational analogues of sexual reproduction and mutation to produce a generation of offspring. The procedure reiterates itself with the aim of preserving genetic material which makes an individual fitter with respect to a given environment, while eliminating that which makes it weaker. The term ‘environment’ is used herein as a metaphor for the landscape of the objective function being optimized.

Over the years, EAs have been successfully applied to solve a variety of optimization problems in science, operations research (OR) and engineering. These problems can generally be classified into two groups: a) single-objective optimization (SOO) [2], where every point in the search space maps to a scalar objective value, or b) multi-objective optimization (MOO) [3] - [7], where every point in the search space maps to a vector-valued objective function. In this paper, we introduce a third category of problems which we label as multifactorial optimization (MFO). In principle, MFO provides the scope for fully exploiting the implicit parallelism of population-based search, in a manner that has so far remained unexplored in the field of evolutionary computation.

MFO is an evolutionary multitasking paradigm which is characterized by the concurrent existence of multiple search spaces corresponding to different tasks (which may or may not be interdependent), each possessing a unique function landscape. The nomenclature is therefore inspired by the observation that every task contributes a unique factor influencing the evolution of a single population of individuals.

As an illustrative example, imagine simultaneously tackling two distinct real-world supply chain tasks, namely, a) job shop scheduling (production optimization), and b) vehicle routing (logistics optimization), in a single evolutionary solver. Such a combination is considered a form of MFO. With this background, the aim of this paper is to first establish MFO as a new concept in optimization and evolutionary computation which differs from the existing ideas of SOO and MOO. Thereafter, we seek to devise a generic EA for MFO, one that is capable of multitasking across multiple optimization problems in the most efficient manner possible.

Following the premise of classical EAs, we resort to the field of evolutionary biology for algorithmic inspiration. In particular, the techniques explored in this paper are inspired by the models of multifactorial inheritance, which put forward that complex developmental traits among offspring are influenced by interactions of genetic and cultural factors [8], [9]. In other words, genetic and cultural transmission cannot be treated independently. For example, while what an individual learns may depend on its genotype, the selection acting on the genetic system may be generated or modified by the spread of a cultural trait [10], [11]. These cultural traits typically originate from social learning or from parents passing down certain customs and preferences to their offspring. The computational equivalent of multifactorial inheritance, for the purpose of efficient evolutionary multitasking, is established by considering each optimization task to contribute a distinct environment in which offspring can be reared. Thus, MFO leads to the coexistence of multiple blocks of cultural bias (or memes [12]), one corresponding to each optimization task. The subsequent evolution of encoded individuals in the composite landscape is simulated through an interplay of genetic and cultural factors. While the basic structure of the proposed algorithm is similar to that of a classical EA, it is augmented with features that are borrowed from the models of multifactorial inheritance. Befittingly, the proposed algorithm is referred to hereafter as a multifactorial evolutionary algorithm (MFEA).

A strong practical motivation for the MFO paradigm is derived from the rapidly expanding popularity of the cloud
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computing industry. In particular, we imagine a cloud-based on-demand service providing customers with access to state-of-the-art optimization software. In this regard, we notice that a cloud service faces the natural phenomenon wherein multiple optimization tasks can be received from multiple users at the same time. These tasks can either have similar properties or belong to entirely different domains. Therefore, for the MFEA to be deployable as a cloud-based multitasking engine, it must possess cross-domain optimization capabilities (i.e., the ability to simultaneously handle continuous as well as discrete optimization problems). The pursuit for such generality is accomplished in this paper by proposing a unified representation scheme in which every variable is simply encoded by a random key between 0 and 1 \[13\]. While the decoding of such a representation is straightforward for continuous problems, we discuss techniques that encompass various discrete problems as well, thereby ensuring a cross-domain optimization platform. It is however emphasized that the concept of MFO is not fundamentally tied to cross-domain multitasking. Domain-specific solvers can indeed be used when all constitutive tasks belong to the same domain.

Details of the notions presented above are organized in the paper as follows. Section II formalizes the concept of MFO. Section III highlights the theoretical distinction between MFO and MOO. In Section IV, the MFEA is described in detail. Numerical examples in continuous optimization are presented in Section V to showcase the benefits of harnessing latent genetic complementarities between tasks, as is facilitated by evolutionary multitasking. Techniques that extend the paradigm to incorporate the field of discrete optimization are discussed in Section VI. Section VII contains further experimental results that highlight the potential of evolutionary multitasking as a cloud-based computational intelligence tool, drawing particular attention to its ability for cross-domain optimization. Finally, some important directions for future research are revealed in Section VIII.

II. MULTIFACTORIAL OPTIMIZATION

In this section, we formalize the concept of MFO and describe how the relative performance of an individual in a population is judged in a multitasking environment.

Before proceeding further, it is important to first consider the relationship between constitutive tasks in MFO. It is worthwhile to mention that the notion of evolutionary multitasking does not impose any strict constraint on the inter-task relationship. In particular, the tasks of interest may either be distinct, or be interdependent components of a large multicomponent problem. Nevertheless, in this introductory work, our discussion shall be focused on the former case, i.e., when there exists no prior knowledge of any inter-task dependencies. In other words, we consider multitasking across optimization problems that have traditionally been viewed independently (as distinct tasks). Thus, the purpose of MFO is not to find optimum trade-offs among the constitutive objective functions. Rather, the goal is to fully and concurrently optimize each task, aided by the implicit parallelism of population-based search.

Within the aforementioned scope, consider a situation wherein \(K\) optimization tasks are to be performed simultaneously. Without loss of generality, all tasks are assumed to be minimization problems. The \(j^{th}\) task, denoted \(T_j\), is considered to have a search space \(X_j\) on which the objective function is defined as \(f_j : X_j \to \mathbb{R}\). In addition, each task may be constrained by several equality and/or inequality conditions that must be satisfied for a solution to be considered feasible.

In such a setting, we define MFO as an evolutionary multitasking paradigm that builds on the implicit parallelism of population-based search with the aim of finding \(\{x_1, x_2, ..., x_{k-1}, x_K\} = \arg\min \{f_1(x), f_2(x), ..., f_{k-1}(x), f_K(x)\}\), where \(x_i\) is a feasible solution in \(X_i\). Herein, each \(f_j\) is treated as an additional factor influencing the evolution of a single population of individuals. For this reason, the composite problem is referred to hereafter as a \(K\)-factorial problem.

In order to design evolutionary solvers for MFO, it is necessary to formulate a general technique for comparing population members in a multitasking environment. To this end, we first define a set of properties for every individual \(p_i\), where \(i \in \{1, 2, ..., |P|\}\), in a population \(P\). Note that the individuals are encoded in a unified search space encompassing \(X_1, X_2, ..., X_K\), and can be decoded into a task-specific solution representation with respect to each of the \(K\) optimization tasks. The decoded form of \(p_i\) can thus be written as \([x_{i1}, x_{i2}, ..., x_{ik}]\), where \(x_{i1} \in X_1, x_{i2} \in X_2, ..., \) and \(x_{ik} \in X_K\).

Definition 1 (Factorial Cost): For a task \(T_j\), the factorial cost \(\Psi_j^i\) of individual \(p_i\) is given by \(\Psi_j^i = \lambda \cdot \delta_j^i + f_j^i\); where \(\lambda\) is a large penalizing multiplier, \(f_j^i\) and \(\delta_j^i\) are the objective value and the total constraint violation, respectively, of \(p_i\) with respect to \(T_j\). Accordingly, if \(p_i\) is feasible with respect to \(T_j\) (zero constraint violation), we have \(\Psi_j^i = f_j^i\).

Definition 2 (Factorial Rank): The factorial rank \(r_j^i\) of \(p_i\) on task \(T_j\) is simply the index of \(p_i\) in the list of population members sorted in ascending order with respect to \(\Psi_j\). While assigning factorial ranks, whenever \(\Psi_j^a = \Psi_j^b\) for a pair of individuals \(p_a\) and \(p_b\), the parity is resolved by random tie-breaking. However, since the performance of the two individuals is equivalent with respect to the \(j^{th}\) task, we label them as being \(j\)-counterparts.

Definition 3 (Scalar Fitness): The list of factorial ranks \([r_1^i, r_2^i, ..., r_K^i]\) of an individual \(p_i\) is reduced to a scalar fitness \(\phi_i\) based on its best rank over all tasks; i.e., \(\phi_i = 1/\min_{j \in \{1,2,..,K\}} \{r_j^i\}\).

Definition 4 (Skill Factor): The skill factor \(\tau_i\) of \(p_i\) is the one task, amongst all other tasks in MFO, on which the individual is most effective, i.e., \(\tau_i = \arg\min_{j \in \{1,2,..,K\}} \{r_j^i\}\) where \(j \in \{1,2,..,K\}\).

Once the fitness of every individual has been scalarized according to Definition 3, performance comparison can be carried out in a straightforward manner. For example, \(p_a\) is considered to dominate \(p_b\) in multifactorial sense simply if \(\phi_a \geq \phi_b\). We denote this relation between the two individuals as \(p_a \succ p_b\). In the event that two individuals have the same skill factor, i.e., \(\tau_a = \tau_b = j\), and they also happen to be \(j\)-counterparts, we label them as being strong counterparts.

It is important to note that the procedure described
heretofore for comparing individuals is not absolute. As the factorial rank of an individual (and implicitly its scalar fitness and skill factor) depends on the performance of every other individual in the population, the comparison is in fact population dependent. Nevertheless, the procedure guarantees that if an individual \( p^* \) maps to the global optimum of any task, then, \( \varphi^* \geq \varphi_i \) for all \( i \in \{1, 2, \ldots, |P|\} \). Therefore, it can be said that the proposed technique is indeed consistent with the ensuing definition of multifactorial optimality.

Definition 5 (Multifactorial Optimality): An individual \( p^* \), with a list of objective values \( \{f_1^*, f_2^*, \ldots, f_K^*\} \), is considered optimum in multifactorial sense iff \( \exists j \in \{1, 2, \ldots, K\} \) such that \( f_j^* \leq f_j(x_i) \), for all feasible \( x_i \in X \).

III. MFO AND MOO: SIMILARITIES AND DISTINCTIONS

In some cases it can be argued that the standard EAs for MOO (i.e., MOEAs) are applicable for the purpose of MFO. However, it must be observed that there exists a fundamental difference between the principles of the two paradigms. While MFO aims to leverage the implicit parallelism of population-based search to exploit latent genetic complementarities between multiple tasks, MOEAs attempt to efficiently resolve conflicts among competing objectives of the same task. The concept of Pareto optimality [14], [15] is thus absent in the prescribed scope for MFO as multifactorial optimality does not depend on finding a good trade-off among different objectives. Instead, it depends on finding the global optimum of at least one constitutive objective function.

In order to further emphasize the distinction, we refer to the objective space of a hypothetical 2-factorial problem depicted in Fig. 1. From the principles of non-dominated sorting used in MOEAs [16], [17], it follows that individuals \( \{p_2, p_3, p_4, p_5\} \) belong to the first non-dominated front while \( \{p_1, p_6\} \) belong to the second non-dominated front. In other words, individuals \( \{p_2, p_3, p_4, p_5\} \) are incomparable to each other and are always preferred over \( \{p_1, p_6\} \). However, based on the definitions in Section II, the individuals \( p_1 \) and \( p_2 \) (and also, \( p_5 \) and \( p_6 \)) are labeled as being strong counterparts. Moreover, \( \{p_1, p_2, p_5, p_6\} \gg \{p_3, p_4\} \). In other words, \( \{p_1, p_2, p_5, p_6\} \) are considered incomparable to each other in the multifactorial sense and are always preferred over \( \{p_3, p_4\} \). Thus, there emerges a disagreement about the relative performance of individuals as deduced from the principles of MOO and MFO.

IV. THE MULTIFACTORIAL EVOLUTIONARY ALGORITHM

The MFEA is inspired by the bio-cultural models of multifactorial inheritance. As the working of the algorithm is based on the transmission of biological and cultural building blocks (genes and memes) [20], [21] from parents to their offspring, the MFEA is regarded as belonging to the realm of memetic computation [18], [19]. In particular, cultural effects are incorporated via two features of multifactorial inheritance acting in concert, namely, (a) assortative mating and (b) vertical cultural transmission. Details of these features and their computational analogues shall be discussed herein.

Although the basic structure of the MFEA (presented in Algorithm 1) is similar to that of a classical elitist EA [15], the aforementioned memetic augmentations transform it into an effective MFO solver.

Algorithm 1: Basic structure of the MFEA.

1. Generate an initial population of individuals and store it in \textit{current-pop}\( (P) \).
2. Evaluate every individual with respect to every optimization task in the multitasking environment.
3. Compute the skill factor \( (\tau) \) of each individual.
4. \textbf{while} (stopping conditions are not satisfied) \textbf{do}
   i. Apply genetic operators on \textit{current-pop} to generate an \textit{offspring-pop} \( (C) \). Refer to Algorithm 2.
   ii. Evaluate the individuals in \textit{offspring-pop} for selected optimization tasks only (see Algorithm 3).
   iii. Concatenate \textit{offspring-pop} and \textit{current-pop} to form an \textit{intermediate-pop} \( (P \cup C) \).
   iv. Update the scalar fitness \( (\varphi) \) and skill factor \( (\tau) \) of every individual in \textit{intermediate-pop}.
   v. Select the fittest individuals from \textit{intermediate-pop} to form the next \textit{current-pop} \( (P) \).
5. \textbf{end while}

A. Population initialization

Assume that in \( K \) optimization tasks to be performed simultaneously, the dimensionality of the \( j \)th task is given by \( D_j \). Accordingly, we define a unified search space with dimensionality \( (D_{\text{multitask}}) \) equal to \( \max_j[D_j] \). During the population initialization step, every individual is thus endowed with a vector of \( D_{\text{multitask}} \) random variables (each lying within the fixed range \([0, 1]\)). This vector constitutes the chromosome (the complete genetic material) of that individual. Essentially, the \( j \)th dimension of the unified search space is represented by a random-key \( y_j \), and the fixed range represents the box-constraint of the unified space. While addressing task \( T_j \), we simply refer to the first \( D_j \) random-keys of the chromosome. The motivation behind using such an encoding technique, in place of simply concatenating the variables of each optimization task to form a giant chromosome of \( D_1 + D_2 + \ldots + D_K \) elements, is two-fold:

![Sample points in combined objective space of two hypothetical optimization tasks.](image-url)
a) From a practical standpoint, it helps circumvent the challenges associated with the curse of dimensionality when several tasks with multidimensional search spaces are to be solved simultaneously.

b) On theoretical grounds, it is considered to be an effective means of accessing the power of population-based search. As the schemata (or genetic building blocks) [22] corresponding to different optimization tasks are contained within a unified pool of genetic material, they get processed by the EA in parallel. Most importantly, this encourages the discovery and implicit transfer of useful genetic material from one task to another in an efficient manner. Moreover, as a single individual in the population may inherit genetic building blocks corresponding to multiple optimization tasks, the analogy with multifactorial inheritance becomes more meaningful.

B. Genetic mechanisms

Canonical EAs employ a pair of genetic operators, namely, crossover and mutation [23], [24], which are analogous to their biological namesakes. A key feature of the MFEA is that certain conditions must be satisfied for two randomly selected parent candidates to undergo crossover. The principle followed is that of nonrandom or assortative mating [8], [9], which states that individuals prefer to mate with those belonging to the same cultural background. In the MFEA, the skill factor (τ) is viewed as a computational representation of an individual’s cultural bias. Thus, two randomly selected parent candidates can freely undergo crossover if they possess the same skill factor. Conversely, if their skill factors differ, crossover only occurs as per a prescribed random mating probability (rmp), or else mutation kicks in. Steps for creating offspring according to these rules are provided in Algorithm 2.

Algorithm 2: Assortative mating.
Consider two parent candidates p_a and p_b randomly selected from current-pop.
1. Generate a random number rand between 0 and 1.
2. if (τ_a == τ_b) or (rand < rmp) then
   i. Parents p_a and p_b crossover to give two offspring individuals c_a and c_b.
   else
      i. Parent p_a is mutated slightly to give an offspring c_a.
      ii. Parent p_b is mutated slightly to give an offspring c_b.
4. end if

The occurrence of assortative mating in the natural world is used in the models of multifactorial inheritance to explain pedigreed traits that extend over several generations [8]. In our case, the parameter rmp is used to balance exploitation and exploration of the search space. A value of rmp close to 0 implies that only culturally alike individuals are allowed to crossover, while a value close to 1 permits completely random mating. In the former case, the predominantly intra-cultural mating (i.e., between parent candidates having the same skill factor) and the small genetic variations produced by mutation (which occurs when parent candidates have different skill factors), facilitate the scanning of confined regions of the search space. As a result however, there is always the tendency for solutions to get trapped in local optima. In contrast, the increased cross-cultural mating that occurs under larger values of rmp (closer to 1) enables enhanced exploration of the entire search space, thereby facilitating escape from local optima. Moreover, exclusive mating between individuals belonging to the same cultural background could lead to the loss of good and diverse genetic material available from other cultural backgrounds. Therefore, the rmp must be chosen so as to ensure a good balance between thorough scanning of smaller regions within the search space and exploration of the entire space.

Finally, while choosing crossover and mutation operators, it must be kept in mind that the random-keys presented earlier are always interpreted as continuous variables, even if the underlying optimization problem is discrete. This encourages the use of existing real-coded genetic operators, or the design of new operators for improved navigation of the composite landscapes associated with MFO.

C. Selective evaluation

While evaluating an individual for task T_i, the first step is to decode its random-keys into a meaningful input for that task. In other words, the random-key representation serves as a unified search space from which problem-specific solution representations can be deduced. For the case of continuous optimization, this is achieved in a straightforward manner. For instance, consider the i_th variable (x_i) of the actual problem to be bounded within the range [L_i, U_i]. If the corresponding random-key of an individual takes a value y, then its mapping into the search space of the actual problem is given by x_i = L_i + (U_i - L_i) \cdot y. In contrast, for the case of discrete optimization, the chromosome decoding scheme is usually problem dependent. In Section VI, we present several illustrations on well-known combinatorial problems.

Algorithm 3: Vertical cultural transmission via selective imitation.
An offspring ‘c’ will either have two parents (p_a and p_b) or a single parent (p_a or p_b) - see Algorithm 2.
1. if (‘c’ has 2 parents) then
   i. Generate a random number rand between 0 and 1.
   ii. if (rand < 0.5) then
       ‘c’ imitates p_a → The offspring is evaluated only for task τ_a (the skill factor of p_a).
   else
      ‘c’ imitates p_b → The offspring is evaluated only for task τ_a (the skill factor of p_b).
   end if
2. else
   i. ‘c’ imitates its single parent → The offspring is evaluated only for that task which is its parent’s skill factor.
3. end if
4. Factorial costs of ‘c’ with respect to all unevaluated tasks are artificially set to ∞ (a very large number).

It goes without saying that evaluating every individual for every problem being solved will often be computationally too expensive, and is therefore undesirable. In order to make MFO computationally practical, the MFEA must be designed to be efficient. This is achieved herein by reducing the total number
of function evaluations by as many as possible. An important observation we have made is that an individual generated in the MFEA is unlikely to be high performing across all tasks. Hence, an individual must ideally be evaluated for only selected tasks on which it is most likely to perform well. For incorporating this feature into the MFEA in a simple manner, we draw inspiration from the memetic concept of vertical cultural transmission [18]. In multifactorial inheritance, vertical cultural transmission is a mode of inheritance that operates side by side with biological inheritance in a manner such that the phenotype of an offspring gets directly affected by the phenotype of its parents [8]-[11]. The computational analogue of the aforementioned phenomenon is realized in the MFEA by allowing offspring to imitate the skill factor (cultural trait) of any one of their parents. This feature, labeled as selective imitation, is achieved numerically by following the steps in Algorithm 3. Thus, instead of evaluating an offspring for every task, it is evaluated for only one task.

It is worth noting that the incorporation of cultural effects in the prescribed manner significantly reduces the total number of function evaluations required. In fact, for a $K$-factorial problem, the function evaluations are reduced almost by a factor of $K$ compared to what would be the case if an individual was evaluated for all tasks.

D. Selection operation

As shown in Algorithm 1, the MFEA follows an elitist strategy which ensures that the best individuals survive through the generations. In order to identify the best individuals, we employ the technique presented in Section II for comparing population members while multitasking.

E. Summarizing the salient features of the MFEA

Standard EAs typically generate a large population of candidate solutions, all of which are unlikely to be competent for the task at hand. In contrast, in a multitasking environment, it is intuitively more probable that a randomly generated or genetically modified individual is competent for at least one task. The mechanism of the MFEA builds on this observation by effectively splitting the population into different skill groups, each excelling at a different task. More interestingly and importantly, it is possible that the genetic material created within a particular group turns out to be useful for another task as well. Thus, in such situations, the scope for genetic transfer across tasks can potentially lead to the discovery of otherwise hard to find global optima. In the MFEA, the transfer of genetic material is facilitated by allowing different skill groups to communicate with each other in a controlled manner, via occasional chromosomal crossover. This is achieved implicitly by two components of the algorithm operating in concert, namely, a) the rmp, which allows individuals with distinct skill factors to mate with some probability, thereby creating a multicultural environment for offspring to be reared in, and b) the fact that the generated offspring can then randomly select a parental skill factor for imitation (see Algorithm 3). We contend that while excessive communication can be disruptive to focused search, prohibiting communication is also undesirable as it constrains exploration and the power of implicit parallelism offered by the entire population.

V. THE BOON OF MULTITASKING

In theory, multitasking promises several features which are particularly appealing in situations wherein several jobs are posed simultaneously; in our case, each job is an optimization problem to be solved. A case in point is a cloud service provider facing service demands from multiple customers at the same time. The features that are of particular interest in this context include, a) minimizing the makespan (i.e., the time required to complete all jobs) [25], [26], and b) providing high quality solutions. In this section, we present numerical experiments that show the efficacy of MFO in this respect, thereby encouraging further development of the concept.

We begin by choosing three popular benchmark functions from continuous optimization,

a) Sphere function,

$$\sum_{i=1}^{D} x_i^2. \quad (1)$$

b) Ackley’s function [27], [28],

$$20 + e - 20 \exp \left( -0.2 \sqrt{\frac{1}{D} \sum_{i=1}^{D} z_i^2} \right) - \exp \left( \frac{1}{D} \sum_{i=1}^{D} \cos (2\pi z_i) \right) ; \quad z = M_A \times (x - O_A). \quad (2)$$

c) Rastrigin’s function [27], [28],

$$\sum_{i=1}^{D} (x_i^2 - 10 \cos (2\pi z_i) + 10) ; \quad z = M_R \times (x - O_R). \quad (3)$$

Note that in Equations (2) and (3), $M_A$ and $M_R$ are randomly generated rotation matrices. Moreover, $O_A$ and $O_R$ are the global optima of the respective functions.

It is well known from the literature that the complexity of the chosen problems is not uniform. The convex sphere function is the simplest, while the multimodal Rastrigin’s function is considerably more challenging to optimize. These features provide an ideal platform to demonstrate how genetic material created in relatively simple problems can potentially be utilized to aid the optimization of complex functions.

A. Multitasking across functions with intersecting optima

In the first set of examples we examine cases in which the global optima of the chosen functions are intersecting. This is achieved by setting $O_A = O_R = 0$ (origin) and by considering homogenous search spaces for all three functions. The latter condition is satisfied by assuming the extent of the search space to be given by [-50, 50] in every dimension, for all experiments in this subsection. In other words, we ensure that there indeed exists some useful genetic material that can be transferred from one problem to the other.

In the numerical experiments that follow, we consider 20 and 30-dimensional variants of the functions. These are referred to in shorthand by concatenating the problem dimensionality with the initial letter of the function name, i.e., as 20S, 30S, 20A, 30A, 20R, and 30R. While multitasking, if, for example, 20S and 20A are solved simultaneously, then the composite 2-factorial problem is denoted as (20S, 20A).
Similarly, the final function values obtained by the algorithm are also presented in the form (· · ·). On the other hand, if only a single problem, say 20R, is being solved in the form of SOO, it is denoted as (20R, none).

While organizing the experiments, it is considered important to showcase how the optimization of complex functions, like 30R or 30A, can be aided by the presence of other optimization tasks in a multitasking environment. To this end, we assemble two families of problem-sets as follows, \( F1: \{(30R, \text{none}), (30R, 30S), (30R, 30A), (30R, 20S)\} \) and \( F2: \{(30A, \text{none}), (30A, 30S), (30A, 30R), (30A, 20S), (30A, 20R)\} \). With regard to the MFEA, popular genetic operators, namely, Simulated Binary Crossover (SBX) [29] and Gaussian mutation [30], are used. All results presented in this section are summaries of 30 independent runs of the MFEA for each problem-set, under a consistent experimental setup. During each run, a population of 100 individuals is evolved for a maximum of 500 generations or until the solutions converge to the global optimums of the constitutive tasks. To facilitate high quality solutions, every individual in the MFEA undergoes a learning step. For continuous problems, individual learning is carried out via the BFGS quasi-Newton method and follows the principle of Lamarckism [31], [32]. Note that a generated offspring undergoes local improvement only with respect to the skill factor that it imitates. Finally, the value of \( rmp \) is set to 0.3 in all experiments in order to allow sufficient cross-cultural communication.

From Fig. 2a, it can be seen that the instances with multitasking lead to significantly improved convergence rate. Not surprisingly, the curve corresponding to (30R, 30S) converges within the first few generations. This happens because the sphere function gets optimized quasi-instantaneously during the search process, thereby creating refined genetic material which is useful for optimizing Rastrigin’s function. A similar explanation can be given for the curve (30R, 30A), which also converges rapidly. Even though Ackley’s function is multimodal, it is often considered less challenging to optimize due to its shallow local optima. Accordingly, in the experiment (30R, 30A), Ackley’s function tends to converge comparatively faster, which then makes high quality genetic material available for transfer to Rastrigin’s function. Finally, in the problem (30R, 20S), the genetic material created while optimizing the sphere function only constitutes two-thirds of what is necessary for Rastrigin’s function. Consequently, the convergence rate is restricted. Nevertheless, the convergence curve of (30R, 20S), as depicted in Fig. 2a, reveals that the partial information provided by the sphere function assists in surpassing the overall performance of (30R, none). Further evidence of improvement in wall-clock time is contained in Table I.

The convergence trends in Fig. 2b have similar qualitative characteristics as those presented in Fig. 2a. A noteworthy observation is that pairing Ackley’s function with Rastrigin’s function in fact leads to accelerated convergence for Ackley’s function as well, as is evidenced by comparing curves (30A, none) and (30A, 30R). This is interesting as Rastrigin’s function is known to be more challenging to optimize, and is therefore expected to impede the convergence rate. On the contrary, the provision for genetic exchange in the MFEA aids convergence on both tasks. It is postulated that the evolving population successfully exploits the landscape of both functions simultaneously, thereby efficiently bypassing obstacles to converge faster.

**TABLE I**

<table>
<thead>
<tr>
<th>Problem Label</th>
<th>Averaged function values achieved</th>
<th>Normalized wall-clock time</th>
<th>Convergence to global optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>(30R, none)</td>
<td>(54.465, · · ·)</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>(30R, 30S)</td>
<td>(0.054, 0.099)</td>
<td>0.0168</td>
<td>Yes</td>
</tr>
<tr>
<td>(30R, 30A)</td>
<td>(0.051, 0.099)</td>
<td>0.2535</td>
<td>Yes</td>
</tr>
<tr>
<td>(30R, 20S)</td>
<td>(0.054, 0.099)</td>
<td>0.9457</td>
<td>No</td>
</tr>
<tr>
<td>(30A, 30S)</td>
<td>(0.054, 0.099)</td>
<td>0.8523</td>
<td>No</td>
</tr>
<tr>
<td>(30A, 20S)</td>
<td>(0.054, 0.099)</td>
<td>0.0184</td>
<td>Yes</td>
</tr>
<tr>
<td>(30A, 20R)</td>
<td>(0.054, 0.099)</td>
<td>0.4756</td>
<td>No</td>
</tr>
</tbody>
</table>

Table I reports the averaged function values achieved and the normalized wall-clock time for all numerical experiments carried out in this section. In addition to the improved convergence characteristics of MFO, Table I also illustrates...
the potential benefits of multitasking in terms of minimizing makespan for a batch of optimization tasks. For instance, on comparing the wall-clock time of (30R, none) and (30A, none) to that of (30R, 30A), we find that multitasking leads to a saving of at least 70% relative to SOO. This is primarily because rapid convergence to the intersecting global optima is achieved when the tasks 30R and 30A are combined in MFO. In contrast, convergence is seldom achieved within the computational budget of 500 generations when the tasks are solved solitarily in the form of SOO. A second contributing feature is the selective imitation strategy of the MFEA, according to which the individuals in a multitasking environment select only a single task for evaluation. Thus, for a 2-factorial problem like (30R, 30A), the total number of function evaluations is substantially reduced as compared to serially solving (30R, none) and (30A, none). Therefore, on comparing the outcome for (30A, none) to that for (30A, 30S) or (30A, 20S) or (30A, 20R), we find that the time taken to multitask through a batch of optimization tasks is potentially less than the time consumed to solitarily tackle only the single most expensive task in that batch.

B. Multitasking across functions with separated optima

In the next set of examples we study cases in which the constitutive tasks in MFO have varying degrees of separation between their respective function optima. Accordingly, we consider the (30R, 30A) composite test problem with \( O_0 \) = 0 (origin) and \( O_1 \) shifted as follows: a) small separation (SS): each element of \( O_1 \) is randomly shifted between 0 and 2, b) medium separation (MS): each element of \( O_1 \) is randomly shifted between 2 and 5, and c) large separation (LS): each element of \( O_1 \) is randomly shifted between 5 and 10. Moreover, the search spaces corresponding to the two multimodal functions are considered to be heterogeneous. This is achieved by setting the extent of the search space for Ackley’s function variables to [-32, 32], and that for Rastrigin’s function variables to [-5, 5]. Notice that for the large separation case (LS), the optimum of the shifted Ackley’s function lies outside the bounds of Rastrigin’s function variables. A one-dimensional visualization of the setup is presented in Fig. 3.

While carrying out the experiments, the algorithmic specifications of the MFEA are kept identical to those stated in the previous subsection. From the convergence trends depicted in Fig. 4, it can be seen that regardless of the degree of separation between the constitutive function optima, evolutionary multitasking consistently leads to significant performance improvement in comparison to solving Ackley’s (or Rastrigin’s) function in isolation (in the form of SOO). On close inspection, it can however be seen that the effectiveness of multitasking slowly reduces with increasing optima separation (see convergence trends corresponding to SS, MS, and LS in Figs. 4a and 4b). In order to explain this phenomenon, we claim that increasing optima separation weakens the genetic complementarity between the two tasks. Nevertheless, the MFEA exploits underlying synergies that continue to exist between the shifted functions, with its performance gradually approaching that of SOO for larger separations (see LS in Fig. 4a). This observation provides indirect evidence of the claim made in Section IV-E (see italicized) that the MFEA effectively splits the population into different skill groups. This feature is particularly crucial when the optima of the constitutive tasks are distantly located from one another. The increased exploration that transpires from controlled cross-cultural mating is found to assist optimization even during cases when there exists no apparent source of genetic complementarity between distinct tasks.

![Fig. 3. A 1-D illustration of the shifted Ackley’s function. Notice that the optimum of the shifted Ackley’s function lies outside the bounds of Rastrigin’s function variables → [-5, 5].](image)

![Fig. 4. Averaged convergence trends of (a) 30-D Ackley’s function and (b) 30-D Rastrigin’s function, for varying degree of optima separation in MFO; SS: small separation, MS: medium separation, LS: large separation.](image)
C. A brief summary

The results presented in this section highlight three major theoretical incentives of incorporating the concept of multitasking into the field of evolutionary optimization.

a) Implicit genetic transfer from a simple to complex task, in the presence of genetic complementarity, can lead to rapid convergence for complex optimization tasks.

b) Genetic exchange between two complex tasks facilitates simultaneous exploitation of both function landscapes, thereby efficiently evading obstacles to converge faster.

c) The natural phenomenon of vertical cultural transmission is harnessed in a multifactorial setting to potentially reduce wall-clock time for a batch of optimization problems.

VI. INCORPORATING DISCRETE OPTIMIZATION PROBLEMS

In the previous sections, we have developed the MFEA and demonstrated its efficacy in the context of continuous optimization. With the ultimate aim of achieving cross-domain multitasking, in this section, we introduce techniques that generalize the MFEA to the case of discrete optimization problems as well. For the sake of brevity, the focus of our discussions shall be placed on combinatorial optimization. It is well known that such problems can occur in numerous flavors which generally necessitate genetic representations that are distinct from one another (as illustrated in Fig. 5), thereby posing a stiff challenge to the generality of the MFEA.

Typically, a combinatorial problem can be defined by a finite ground state \( S = \{1, 2, 3, \ldots, n\} \), which gives rise to a discrete search space consisting of a set of feasible solutions \( X \subseteq 2^S \), where each solution maps to a real function value, as \( f : 2^S \rightarrow \mathbb{R} \) [33]. This seemingly simple description can lead to a rich variety of problem statements. As the margins of this paper preclude a comprehensive exposition, we select the following well-known combinatorial optimization problems for our subsequent demonstrations: a) the 0/1 single and multiple knapsack problems, b) the quadratic assignment problem, and c) capacitated vehicle routing.

In the subsections to follow, we introduce techniques by which the random-keys can be decoded to domain-specific representations of the aforementioned problems.

A. Single and multiple knapsack problems (KP and MKP)

The KP states that a subset of \( n \) items, each with a weight \( w_i \) and profit \( q_i \), for \( i \in \{1, 2, \ldots, n\} \), are to be filled in a knapsack of capacity \( W \) such that it yields the maximum profit. The more general problem with multiple knapsacks (MKP) consists of \( m \) knapsacks with capacities \( W_1, W_2, \ldots, W_m \), respectively, and \( n \) items. In this case the weight of the \( i^{\text{th}} \) item is given by \( w_{ik} \) when it is considered for inclusion in the \( k^{\text{th}} \) knapsack.

In addition, the MKP states that an item is either placed in all knapsacks or in none at all.

In classical EAs for the KP and MKP, an individual solution is typically represented by a vector \( x = (x_1, x_2, \ldots, x_n) \) of binary variables [34], [35]; where \( x_i = 1 \) indicates that the \( i^{\text{th}} \) item is placed in the knapsack(s), and 0 indicates otherwise. One simplistic way of deducing binary variables from random-keys is to consider the following: \( x_i = 1 \) if the value of the random key \( y_i \geq 0.5 \), else \( x_i = 0 \) [33]. However, through experiments we find that using such a technique generally leads to poor performance of the MFEA. Instead, in this paper, we consider each individual, defined by a vector of random-keys \( y = (y_1, y_2, \ldots, y_n) \), to represent a collection of \( n \) genes that can move freely on a segment of the real line, i.e., between 0 and 1. Each gene corresponds to a unique item. The free mobility afforded to the genes implies that their positions can be manipulated through real-coded operators, as is desired for the MFEA. The binary variables are deduced from this picture by considering that the gene collection forms two clusters, as depicted in Fig. 6. For the purpose of identifying the clusters, the single-linkage algorithm is used in this study. Depending upon the size of the knapsack(s), one of the clusters is selected such that all its items are provisionally included in the knapsack(s). All items in the other cluster are excluded.

Typically, a combinatorial problem can be defined by a finite ground state \( S = \{1, 2, 3, \ldots, n\} \), which gives rise to a discrete search space consisting of a set of feasible solutions \( X \subseteq 2^S \), where each solution maps to a real function value, as \( f : 2^S \rightarrow \mathbb{R} \) [33]. This seemingly simple description can lead to a rich variety of problem statements. As the margins of this paper preclude a comprehensive exposition, we select the following well-known combinatorial optimization problems for our subsequent demonstrations: a) the 0/1 single and multiple knapsack problems, b) the quadratic assignment problem, and c) capacitated vehicle routing.

In the subsections to follow, we introduce techniques by which the random-keys can be decoded to domain-specific representations of the aforementioned problems.

A. Single and multiple knapsack problems (KP and MKP)

The KP states that a subset of \( n \) items, each with a weight \( w_i \) and profit \( q_i \), for \( i \in \{1, 2, \ldots, n\} \), are to be filled in a knapsack of capacity \( W \) such that it yields the maximum profit. The more general problem with multiple knapsacks (MKP) consists of \( m \) knapsacks with capacities \( W_1, W_2, \ldots, W_m \), respectively, and \( n \) items. In this case the weight of the \( i^{\text{th}} \) item is given by \( w_{ik} \) when it is considered for inclusion in the \( k^{\text{th}} \) knapsack. In addition, the MKP states that an item is either placed in all knapsacks or in none at all.

In classical EAs for the KP and MKP, an individual solution is typically represented by a vector \( x = (x_1, x_2, \ldots, x_n) \) of binary variables [34], [35]; where \( x_i = 1 \) indicates that the \( i^{\text{th}} \) item is placed in the knapsack(s), and 0 indicates otherwise. One simplistic way of deducing binary variables from random-keys is to consider the following: \( x_i = 1 \) if the value of the random key \( y_i \geq 0.5 \), else \( x_i = 0 \) [33]. However, through experiments we find that using such a technique generally leads to poor performance of the MFEA. Instead, in this paper, we consider each individual, defined by a vector of random-keys \( y = (y_1, y_2, \ldots, y_n) \), to represent a collection of \( n \) genes that can move freely on a segment of the real line, i.e., between 0 and 1. Each gene corresponds to a unique item. The free mobility afforded to the genes implies that their positions can be manipulated through real-coded operators, as is desired for the MFEA. The binary variables are deduced from this picture by considering that the gene collection forms two clusters, as depicted in Fig. 6. For the purpose of identifying the clusters, the single-linkage algorithm is used in this study. Depending upon the size of the knapsack(s), one of the clusters is selected such that all its items are provisionally included in the knapsack(s). All items in the other cluster are excluded.

Typically, a combinatorial problem can be defined by a finite ground state \( S = \{1, 2, 3, \ldots, n\} \), which gives rise to a discrete search space consisting of a set of feasible solutions \( X \subseteq 2^S \), where each solution maps to a real function value, as \( f : 2^S \rightarrow \mathbb{R} \) [33]. This seemingly simple description can lead to a rich variety of problem statements. As the margins of this paper preclude a comprehensive exposition, we select the following well-known combinatorial optimization problems for our subsequent demonstrations: a) the 0/1 single and multiple knapsack problems, b) the quadratic assignment problem, and c) capacitated vehicle routing.

In the subsections to follow, we introduce techniques by which the random-keys can be decoded to domain-specific representations of the aforementioned problems.

A. Single and multiple knapsack problems (KP and MKP)

The KP states that a subset of \( n \) items, each with a weight \( w_i \) and profit \( q_i \), for \( i \in \{1, 2, \ldots, n\} \), are to be filled in a knapsack of capacity \( W \) such that it yields the maximum profit. The more general problem with multiple knapsacks (MKP) consists of \( m \) knapsacks with capacities \( W_1, W_2, \ldots, W_m \), respectively, and \( n \) items. In this case the weight of the \( i^{\text{th}} \) item is given by \( w_{ik} \) when it is considered for inclusion in the \( k^{\text{th}} \) knapsack. In addition, the MKP states that an item is either placed in all knapsacks or in none at all.

In classical EAs for the KP and MKP, an individual solution is typically represented by a vector \( x = (x_1, x_2, \ldots, x_n) \) of binary variables [34], [35]; where \( x_i = 1 \) indicates that the \( i^{\text{th}} \) item is placed in the knapsack(s), and 0 indicates otherwise. One simplistic way of deducing binary variables from random-keys is to consider the following: \( x_i = 1 \) if the value of the random key \( y_i \geq 0.5 \), else \( x_i = 0 \) [33]. However, through experiments we find that using such a technique generally leads to poor performance of the MFEA. Instead, in this paper, we consider each individual, defined by a vector of random-keys \( y = (y_1, y_2, \ldots, y_n) \), to represent a collection of \( n \) genes that can move freely on a segment of the real line, i.e., between 0 and 1. Each gene corresponds to a unique item. The free mobility afforded to the genes implies that their positions can be manipulated through real-coded operators, as is desired for the MFEA. The binary variables are deduced from this picture by considering that the gene collection forms two clusters, as depicted in Fig. 6. For the purpose of identifying the clusters, the single-linkage algorithm is used in this study. Depending upon the size of the knapsack(s), one of the clusters is selected such that all its items are provisionally included in the knapsack(s). All items in the other cluster are excluded.
B. Quadratic assignment problem (QAP)

The QAP [36] aims to assign $n$ facilities to $n$ locations, one to each location, such that a quadratic objective function is minimized. The random-keys can be decoded for the QAP in a straightforward manner, as has been proposed in [13]. Note that the $i^{th}$ random-key of an individual is viewed as a label tagged to the $i^{th}$ facility. In order to assign facilities to locations, the random-keys are simply sorted in ascending order. Thereafter, facilities are assigned to locations according to their position in the sorted list. For example, let us consider a set of 3 locations, labeled {1, 2, 3}, and a set of 3 facilities represented by random-keys: (0.7, 0.1, 0.3). According to the prescribed assignment technique, facility 2 is assigned to location 1, facility 3 to location 2, and facility 1 to location 3.

With regard to local search, the 2-exchange heuristic [37] is used to improve a candidate assignment. As the changes introduced can be reincorporated into the chromosome by simply interchanging the random-key labels of facilities, learning in the QAP occurs in the spirit of Lamarckism.

C. Capacitated vehicle routing problem (CVRP)

The CVRP is defined on a graph $G(V, E)$, where $V$ is a set of nodes and $E$ is a set of arcs. One node on the graph represents a vehicle depot, while all others represent customers with certain demands. The purpose of solving the CVRP is to find trip schedules for a fleet of vehicles such that the cost of servicing all the customers is minimized. The cost is generally given by the total distance traveled by the vehicles. In the trip schedule, it must be ensured that the total customer demand serviced by a particular vehicle does not exceed its capacity. Moreover, there often exists an additional constraint in which the customers prescribe a hard time-window during which they prefer to be serviced [38].

Several genetic representation schemes have been proposed by EA researchers for the CVRP. These include, a) the variable-length chromosome scheme [39], b) the giant-tour scheme [40], [41], etc.; the latter being a permutation of all customers in the form of a travelling salesman (TSP) route with no trip delimiters. Similarly, several random-key decoding procedures can also be conceived for the CVRP. In the present study, we consider the $i^{th}$ random-key to label the $i^{th}$ customer. Thereafter, a TSP route is deduced by simply sorting the random keys in ascending order (like for the case of QAP). Next, the TSP route is partitioned into individual vehicle trips based on a split procedure proposed in [40] (details are omitted for the sake of brevity). Finally, individuals undergo a set of simple local search moves [42], in the spirit of Lamarckian learning, to improve solution quality.

D. An illustration of cross-domain random-key decoding

In order to summarize the cross-domain decoding procedures described herefore, we present an illustrative example in which three distinct optimization tasks are to be performed simultaneously. These are, a) a continuous problem with five decision variables, each bounded within the range $[0, 5]$, b) a KP with 10 items, and c) a QAP with 10 facilities (and 10 locations).

For the aforementioned 3-factorial problem, $D_{multitask} = \max\{5, 10, 10\} = 10$. Therefore, we randomly generate a ten-dimensional chromosome $y$ with the following random-key representation: (0.79, 0.31, 0.53, 0.17, 0.60, 0.26, 0.65, 0.69, 0.75, 0.45). Fig. 7 depicts the manner in which the same chromosome can be decoded for all three optimization tasks. For the continuous problem, the process is relatively straightforward. The first five random-keys of $y$ are simple extracted and linearly mapped from $[0, 1]$ to $[0, 5]$.

![Decoding procedure for KP and QAP](image)

Fig. 7. An illustrative example of decoding a random-key chromosome into different domain-specific representations.

For the KP, we refer to the real line shown in Fig. 7. The random-keys have been plotted along the line, together with the index of the corresponding gene. The single-linkage algorithm is used to divide the genes into two clusters, with the first cluster consisting of genes {4, 6, 2} and the second cluster consisting of genes {10, 3, 5, 7, 8, 9, 1}. According to the recommended decoding procedure for KPs, we can consider the items {4, 6, 2} to be provisionally included in the knapsack, while all items in the other cluster are excluded. In other words, the domain-specific chromosome representation for the KP works out to $(0\ 1\ 0\ 1\ 0\ 0\ 0\ 0)$. Thus, we hereafter refer to the decoding procedure as binary clustering.

Finally, for the QAP, the sequence of gene indices (as appears along the real line in Fig. 7) prescribes the order in which facilities are assigned to locations. For the given $y$, the domain-specific representation thereby equates to {4, 6, 2, 10, 3, 5, 7, 8, 9, 1}. An interesting feature of the random-key representation scheme, particularly in the case of sequencing problems like the QAP and the CVRP, is that it ensures offspring feasibility under real-coded crossover and mutation operations. This is in contrast to domain-specific representations of such problems, wherein specially designed genetic operators are needed to ensure offspring feasibility (see [13], [23] for details). The aforementioned observation was first made in [10], and has since led to notable interest among EA practitioners in the field of OR [33].

VII. NUMERICAL EXPERIMENTS AND DISCUSSIONS

The aim of this section is two-fold. In Section VII-A, we consider four sets of MFO examples with diverse properties. These provide a more comprehensive understanding of the performance of the MFEA, particularly in the context of a
potential cloud-based software service receiving diverse jobs from multiple customers at the same time. The experiments have been designed by combining popular benchmarks instances from discrete and continuous optimization. It is stated that there exists no a priori knowledge of discernible genetic complementarity between the constituent tasks. This simulates the realistic situation of a cloud server faced with multiple jobs (or tasks) with unknown characteristics.

In Section VII-B, we also briefly discuss the scenario in which all tasks to be solved via MFO are not presented at exactly the same time. This leads to dynamism in the sense that a new task can be presented to a solver in the intermediate stages of tackling a different task. The motivation behind this hypothetical scenario is derived from the observation that cloud customers are naturally expected to be distributed in space and in time. It shall be demonstrated that a notable implication of MFO in such situations is that genetic material from the current task can conceivably be utilized to jump-start the optimization process of the immediately presented task.

A. MFO for discrete and cross-domain optimization

The MFEA is tested on a variety of composite problem-sets, each comprising of three tasks. Broadly speaking, these problem-sets can be classified into three categories. Set I is composed of sequencing problems (namely, QAP and CVRP) for which the random-keys must be sorted while decoding. Tasks in Set 2 are similar in the sense that their respective random-key decoding procedures call for binary clustering of the genes. Finally, Sets 3 and 4 are true examples of cross-domain multitasking as they combine instances from sequencing, binary clustering, and continuous optimization. Results obtained by the MFEA on the aforementioned problem-sets are reported herein. Each set is a 3-factorial optimization environment with the three constituent tasks drawn from popular benchmark instances of the respective domains (see Table II for details).

It has been stated previously that the KP and MKP are naturally maximization problems. Accordingly, in the MFEA, which is a global minimizer, we consider the negative of the corresponding objective function values. Also note that the KP and MKP instances are randomly generated. While optimum solutions to the KP instances have been obtained via dynamic programming, optimum solutions to MKP are not available.

The procedure for generating a KP instance is as follows,

Let \( w_t = \text{uniformly random } [1, 10] \) and \( q_t = w_t + 5 \).

Accordingly, the capacity of an average knapsack is given by:

\[
W = \frac{1}{2} \sum_{i=1}^{n} w_i.
\]

For the case of MKP a similar procedure is used, except that five knapsacks are considered. Thus,

\[
w_{ik} = \text{uniformly random } [1, 10] \text{ and } q_i = \text{mean}_k (w_{ik}) + 5.
\]

The capacity of the \( k^{th} \) knapsack is given by:

\[
W_k = \frac{1}{2} \sum_{i=1}^{n} w_{ik}.
\]

In order to judge the output of the MFEA in terms of quality and robustness, the following parameters are considered,

- **Average (Avg)** – The averaged function value across all runs of the MFEA.
- **Coefficient of variation (CV)** – Ratio of standard deviation to the averaged function value.
- **Average gap (AG)** – Difference between the Average and the optimum value. Presented as a percentage of the optimum.
- **Best-found (BF)** – Best function value achieved across all runs of the MFEA.
- **Gap** – Difference between the Best-found and the optimum. Presented as a percentage of the optimum.

### TABLE II

<table>
<thead>
<tr>
<th>Set 1</th>
<th>Task 1 (( T_1 ))</th>
<th>Task 2 (( T_2 ))</th>
<th>Task 3 (( T_3 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Label</td>
<td>Optimum</td>
<td>Label</td>
</tr>
<tr>
<td>Set 1</td>
<td>QAP Chr22b</td>
<td>6.1940e+3</td>
<td>CVRP Chr22a</td>
</tr>
<tr>
<td>Set 2</td>
<td>MKP ( n=1000 )</td>
<td>n.a.</td>
<td>MKP ( n=1000 )</td>
</tr>
<tr>
<td>Set 3</td>
<td>Rastri gren’s 30-D</td>
<td>0</td>
<td>QAP Chr22a</td>
</tr>
<tr>
<td>Set 4</td>
<td>KP ( n=1000 )</td>
<td>5.9860e+3</td>
<td>CVRP B=43-k=10</td>
</tr>
</tbody>
</table>

n.a. = not available.

In all experiments that follow, a population of 100 individuals is evolved over 500 generations, i.e., the stopping criterion is configured to the completion of approximately 50,000 task evaluations, where a single “task evaluation” call includes the Lamarckian/Baldwinian learning steps that the individual undergoes. The same chromosome representation scheme and genetic operators are used for MFO as well as SOO simulations. Specifically, SBX (crossover) and Gaussian mutation operators are employed for navigating the continuized search space, with \( rmp \) set to 0.3 in the MFEA.

In the convergence trends presented hereafter, the objective function values for task \( T_j \), where \( j \in \{1, 2, 3\} \), are first normalized as \( \tilde{f}_j = (f_j - f_{jmin})/(f_{jmax} - f_{jmin}) \). Here, \( f_{jmin} \) and \( f_{jmax} \) are the minimum and maximum function values discovered for \( T_j \) across all test runs (i.e., including MFO and SOO). Next, the normalized values are averaged across the three tasks in the set; \( \bar{f} = (\tilde{f}_1 + \tilde{f}_2 + \tilde{f}_3)/3 \). Finally, \( \bar{f} \) is further averaged over 30 independent runs of the solver.

1) **Performance on sample Set 1 (sequencing problems)**

Fig. 8 depicts the averaged convergence trends during the initial stages of the MFEA for Set 1. The curve is compared against that obtained from an SOO solver. It is clear that the curve corresponding to the MFO simulation surpasses the averaged SOO performance, showing better overall convergence characteristics. As the same encoding scheme and genetic operators are used in SOO and MFO, the improvement can be attributed entirely to the exploitation of multiples function landscapes via implicit genetic transfer, as is afforded by the evolutionary multitasking paradigm.

In terms of the quality of solutions produced during multitasking, the results presented in Table III show that the
MFSA performs consistently well. We find that the algorithm reliably outputs optimum solutions to the two QAP instances \((T_1, T_3)\). For the CVRP instance, a small gap of 1.1783\% to the optimum (or best-known solution) is attained on average.

Fig. 8. Convergence trends of \(\tilde{f}\) in MFO and serial SOO for Set 1 (QAP, CVRP, QAP) during initial stages of evolution.

**TABLE III**

AVERAGED PERFORMANCE OF THE MFSA ON SET 1 PROBLEMS AT THE END OF 500 GENERATIONS.

<table>
<thead>
<tr>
<th>Set 1</th>
<th>(T_1)</th>
<th>(T_2)</th>
<th>(T_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg (CV)</td>
<td>6.2331e+3 (0.4919%)</td>
<td>1.1878e+3 (0.4521%)</td>
<td>3.7960e+3 (0)</td>
</tr>
<tr>
<td>AG</td>
<td>0.6318%</td>
<td>1.1783%</td>
<td>0</td>
</tr>
<tr>
<td>BF</td>
<td>6.1940e+3</td>
<td>1.1770e+3</td>
<td>3.7960e+3</td>
</tr>
<tr>
<td>Gap</td>
<td>0</td>
<td>0.2555%</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 9. Convergence trends of \(\tilde{f}\) in MFO and serial SOO for Set 2 (MKP, MKP, KP) during initial stages of evolution.

**TABLE IV**

AVERAGED PERFORMANCE OF THE MFSA ON SET 2 PROBLEMS AT THE END OF 500 GENERATIONS.

<table>
<thead>
<tr>
<th>Set 2</th>
<th>(T_1)</th>
<th>(T_2)</th>
<th>(T_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg (CV)</td>
<td>4.1280e+3 (0)</td>
<td>3.9900e+2 (0)</td>
<td>5.9100e+2 (0)</td>
</tr>
<tr>
<td>AG</td>
<td>n.a.</td>
<td>n.a.</td>
<td>0</td>
</tr>
<tr>
<td>BF</td>
<td>4.1280e+3</td>
<td>3.9900e+2</td>
<td>5.9100e+2</td>
</tr>
<tr>
<td>Gap</td>
<td>n.a.</td>
<td>n.a.</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE V**

AVERAGED PERFORMANCE OF THE MFSA ON SET 3 PROBLEMS AT THE END OF 500 GENERATIONS.

<table>
<thead>
<tr>
<th>Set 3</th>
<th>(T_1)</th>
<th>(T_2)</th>
<th>(T_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg (CV)</td>
<td>0</td>
<td>6.1613e+3 (0.2273%)</td>
<td>1.5289e+3 (0.0477%)</td>
</tr>
<tr>
<td>AG</td>
<td>0</td>
<td>0.0866%</td>
<td>0.0087%</td>
</tr>
<tr>
<td>BF</td>
<td>0</td>
<td>6.1560e+3</td>
<td>1.5290e+3</td>
</tr>
<tr>
<td>Gap</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
In order to better understand the improved performance as a consequence of MFO, we refer to Fig. 12. The figure depicts the convergence trends corresponding to each individual task in the cross-domain multitasking examples (Sets 3 and 4). Note that the curve corresponding to a particular task in MFO is labeled by appending asterisks (**) to the task label. For example, the curve for \( T_2 \) is labeled as MFO (\( T_1, T_2, T_3 \)). From Fig. 12a (for Set 3) we find that the convergence rate is accelerated for each of the constitutive tasks in MFO. While the acceleration is less conspicuous for the combinatorial instances (namely, \( T_2 \) and \( T_3 \)), it is particularly pronounced for the continuous optimization problem (\( T_1 \): Rastrigin’s function). Similar inferences can be drawn from Fig. 12b (for Set 4), where the optimization of Ackley’s function (\( T_3 \)) is found to be most benefited. On the other hand, it is also seen in Fig. 12b that, in comparison to SOO, convergence for the large KP instance (\( T_1 \)) is slightly impeded. This observation leads to the conclusion that evolutionary multitasking may not necessarily guarantee performance improvement for every task, since not all genetic transfer is always useful. In other words, while certain tasks are positively impacted by the implicit genetic transfer available during multitasking, certain other tasks may be negatively impacted [45], [46]. Nevertheless, in practice, since there is expected to be little a priori knowledge about the genetic complementarity between tasks, it makes good sense to allow evolution to autonomously harness the latent complementarity when available, without the need to explicitly identify and inject domain knowledge into the MFEA. Notably, our results suggest that positive transfer considerably outweighs negative transfer in many cross-domain optimization problems in MFO.

### TABLE VI

<table>
<thead>
<tr>
<th>Set 4</th>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>( T_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg</td>
<td>5.9812e+3</td>
<td>1.5237e+3</td>
<td>0.4543</td>
</tr>
<tr>
<td>CV</td>
<td>(0.0786%)</td>
<td>(0.7718%)</td>
<td>(1.4800e+2%)</td>
</tr>
<tr>
<td>AG</td>
<td>0.0807%</td>
<td>1.8516%</td>
<td>0.4543</td>
</tr>
<tr>
<td>BF</td>
<td>5.9860e+3</td>
<td>1.5040e+3</td>
<td>0</td>
</tr>
<tr>
<td>Gap</td>
<td>0.5348%</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

4) **Makespan minimization: A byproduct of MFO**

An added advantage of the MFO paradigm is the minimization of makespan (the time required for completing all jobs) for a batch of optimization problems. In particular, our experiments on Sets 1 to 4 reveal that the makespan achieved by the MFEA on a single machine can often be less than the makespan achieved when tasks are distributed over multiple machines executing SOO solvers. Notably, this performance enhancement is attained by simply unlocking the inherent parallelism of evolutionary search.

In Fig. 13, we compare the total wall-clock time of the MFEA (given a stopping criterion of 50,000 task evaluations) against serial SOO (given the same stopping criterion per task) for Sets 1 to 4. Notice that the total number of task evaluations performed in the MFEA is not scaled in proportion to the number of tasks being handled. As a consequence of the selective imitation strategy (which prescribes that individuals in a multitasking environment must select only a single task for evaluation), we find that the total time required by the MFEA to concurrently optimize a batch of tasks is measurably less than the time spent by the SOO solver on only the single most expensive task. Accordingly, if we assume that the SOO solvers are deployed in parallel on multiple machines, the most expensive task creates a bottleneck impeding the
makespan for the entire batch. Thus, it is contended that the makespan achievable via MFO is potentially less than that achieved by multiple SOO solvers running in parallel (with each solver executing one task).

Fig. 13. Comparing the wall-clock time of the MFEO and serial SOO for a batch of optimization tasks (Sets 1 to 4).

B. MFO for asynchronous optimization tasks

Optimum scheduling of jobs is a serious challenge for cloud service providers. Within a short duration of time, multiple jobs can be received from multiple users. In this subsection, we briefly consider the case in which a new optimization task is presented to an MFO solver in the intermediate stages of tackling a different task. In particular, we wish to show that the provision for implicit genetic transfer can be invaluable for improving performance in such dynamic settings.

To this end, we theorize an example in capacitated vehicle routing. Imagine a scenario where different logistics service providers within the same city have similar geographical distribution of customers. In such cases, it is expected that there exist structural similarities in the optimum vehicle routes which can be positively transferred from one problem to the other. For the sake of exposition, it is assumed that the logistic companies present their respective vehicle routing problems to the MFO solver in reasonably quick succession.

In order to design a computational analogue of the aforementioned situation, we consider three time-window constrained CVRP instances (c101, c102, and c103) from the popular Solomon’s benchmark set [38]. The interesting feature of these sample instances is that while they possess similar distribution of customers in 2-D Euclidean space, the time-window constraints specified by the customers are different. A dynamic environment is artificially created by assuming the evolutionary process to initiate with instance c101 in isolation. The subsequent instance, c102 (or c103), is then presented to the solver at an intermediate stage. Note that since all the instances belong to the CVRP domain, the MFO solver we use in this case employs a domain-specific representation scheme [41]. The advantage of implicit genetic transfer, leading to the exploitation of solution similarities, is clearly demonstrated in Fig. 14. The gene pool created at the intermediate stages of optimizing c101 gets positively transferred to the subsequent task. A significant impetus is thus provided to the evolutionary search process for instances c102 and c103, as compared to an independent SOO solver.

Fig. 14. Boon of MFO in a dynamic setting. (a) Improvement in convergence trend of CVRP instance c102, and (b) improvement in convergence trend of CVRP instance c103.

VIII. CONCLUSION AND DIRECTIONS FOR FUTURE RESEARCH

In this paper, we have introduced multifactorial optimization (MFO) as a new paradigm in evolutionary computation. It is contended that while traditional population-based evolutionary algorithms (EAs) focus on solving a single problem at a time, suitably harnessing the implicit parallelism of these methods can lead to effective multitasking engines with the ability to solve multiple problems simultaneously. The term “multifactorial” is in fact inspired from the observation that every additional task contributes an extra factor influencing evolution.

With the aim of efficient evolutionary multitasking, a new multifactorial EA (MFEO) has been proposed based on the bio-cultural concept of multifactorial inheritance. The algorithm is endowed with a unified chromosome representation scheme which is shown to be the key ingredient for handling cross-domain multitasking problems. Moreover, the unified search space implies that the building blocks corresponding to different tasks are contained within a unified pool of genetic material. In particular, this allows the MFEO to harness latent genetic complementarities between tasks, leading to the discovery and implicit transfer of useful genetic material from one task to another in an efficient manner.
Several numerical experiments were carried out to test the efficacy of the proposed algorithm. The experiments can be categorized into continuous problems, discrete optimization, and a mixture of continuous and discrete optimization. The results show that evolutionary multitasking provides some promising outcomes in terms of accelerating convergence for complex optimization functions and minimizing makespan for a batch of optimization tasks. A deeper analysis to understand the convergence characteristics of individual tasks in cross-domain multitasking showed that while certain tasks are positively impacted by the implicit genetic transfer, there may exist certain other tasks that are negatively impacted. However, in most cases, we find positive transfer to outweigh the negative, thereby leading to improved convergence trends when the performance is averaged over all tasks.

Although the results of this study have been encouraging, it must be kept in mind that this paper is only a first step in a far unexplored research direction. Rigorous investigation of several practical and theoretical aspects of the paradigm is needed in the future. For instance, there exists a vast body of literature in the field of discrete optimization that remains to be addressed. Further, the current methods of the MFEA are yet to be thoroughly tested for scalability. The latter is expected to be a critical issue in evolutionary multitasking, especially from the perspective of cloud computing, as the number of tasks to be tackled is likely to grow very rapidly. The population of individuals searching the unified search space must therefore be intelligently manipulated to accommodate large volumes of diverse incoming tasks in the most efficient manner possible.

Finally, we draw the attention of the reader to the assumption made thus far that there exists no prior knowledge of any relationship between the tasks being solved in tandem. The efficacy of the MFEA has been showcased while multitasking across distinct problems that have traditionally been viewed independently. However, it is worth highlighting here that the applicability of MFO is not restricted to such scenarios. It can often happen that a single complex problem is composed of several interdependent sub-problems or components [47]-[49]. MFO can conceivably be adapted to solve these components simultaneously. As another example, imagine the problems are precedence constrained, which implies that certain tasks must utilize the results from certain other tasks [50]. Clearly, an improved MFO solver capable of handling such challenges will be of significant value in numerous practical applications.
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