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\textbf{A B S T R A C T}

As a well-known approximation method, Kriging is widely used in process engineering design and optimization for saving computational budget. The Kriging model for a target function is fitted to a set of sample points; the responses of which are expensive to obtain in practice and the sample distribution of which has a great impact on the model prediction quality. Therefore, a main task in adaptive sampling for Kriging metamodeling is to gather informative points in order to build an accurate model with as few points as possible. To this end, we propose an adaptive sampling approach under the bias-variance decomposition framework. This novel sampling approach sequentially selects new points by maximizing an expected prediction error criterion that considers both the bias and variance information. Particularly, it presents an adaptive balance strategy to dynamically balance the local exploitation and global exploration via the error information from the previous iteration. Four benchmark cases and four engineering cases from low to high dimensions are used to assess the performance of the proposed approach. Numerical results reveal that this adaptive sampling approach is very promising for constructing accurate Kriging models for problems with diverse characteristics.

© 2017 Elsevier Ltd. All rights reserved.

\textbf{1. Introduction}

As a statistical model, the Kriging metamodeling technique, also known as Gaussian process regression (GPR), has been extensively used in engineering design and optimization for relieving computational budget. For an expensive simulation-based function, Kriging can fit a mathematical model to a finite number of observed points as an approximation. The cheap-to-run Kriging model helps enhance the understanding of the target function by exploring the design space. Some variants of Kriging, e.g., co-Kriging (Kennedy and O’Hagan, 2000), blind-Kriging (Joseph et al., 2008), gradient-enhanced Kriging (Morris et al., 1993), and non-stationary Kriging (Xiong et al., 2007), have been developed for different purposes.

Given an expensive target function $f \in \mathbb{R}^l$, the general Kriging metamodeling process consists of two parts: (1) generating a set of observed points by the design of experiments (DoE) techniques; and (2) fitting a Kriging model $\hat{f}$ to the observed data. It is found that the sample positions distinctly affect the prediction quality of Kriging. Considering the limited computational budget in practice, a key issue in Kriging metamodeling is how to gather informative points in order to build an accurate model with as few points as possible.

Suppose that we already have a set of initial points $\mathbf{X}_0$ in the domain $D \in \mathbb{R}^n$, and maintain a large pool of candidate points $\mathbf{U} = D \times \mathbf{X}_0$. The main task of a sampling approach is to sequentially select informative points from $\mathbf{U}$ and evaluate their responses in order to efficiently refine the Kriging model. Recently, the adaptive sampling strategy, also known as active learning (Settles, 2010), has gained increasing attention. This sampling strategy sequentially selects new points based on the information of both the approximation model and the data itself from previous iterations. Recently, there have emerged various adaptive sampling strategies for global metamodeling (Mackman and Allen, 2010; Xu et al., 2014; Eason and Cremaschi, 2014; Garud et al., 2017; Wang and Lerapetritou, 2017). This article mainly focuses on the adaptive sampling developed under the Bayesian framework for Kriging metamodeling.

It is known that because of the Bayesian framework, the Kriging model provides not only the prediction response $\hat{f}(\mathbf{x})$ but also the prediction variance $\sigma^2(\mathbf{x})$ (also known as mean square error, MSE) at an arbitrary point $\mathbf{x}$. Therefore, a straightforward adaptive sampling strategy for Kriging is to sequentially select a new point with
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maximal prediction variance, denoted as maximum mean square error (MMSE) (Jin et al., 2002), in order to reduce the generalization error of \( \hat{f} \). The MMSE sampling approach is widely used due to the ease of implementation and the cost-efficient process. Based on Shannon’s entropy theory, Shewry and Wynn (1987) proposed the maximum entropy (ME) criterion to select new points by maximizing the determinant of the correlation matrix. Particularly, the one-by-one ME approach is equivalent to the MMSE approach (Jin et al., 2002). To further improve the sampling performance, Morris et al. (1993) combined the maximum entropy sampling approach with the known first derivatives. Besides, under the expected error reduction framework, Sacks et al. (1989) selected new points by maximizing the expected reduction in integrated mean square error (IMSE) over the entire design space, which is equivalent to the active learning-Cohn (ALC) criterion (Cohn, 1996; Christen et al., 2011). However, due to the integral operation, the computational complexity of IMSE is much higher than that of MSE. A recent work (Beck and Guillás, 2016) suggested using the mutual information to adaptively select new points by maximizing the expected information gain.

The points generated by the above variance-based sampling approaches are found to primarily fill the domain evenly and have a slight adaption to the variability along each coordinate direction. This is because they consider only the Kriging variance information that follows a stationary assumption wherein the correlation function is identical over the entire domain. As a result, the prediction variance solely depends on the sample locations. For effectively improving the model accuracy within limited computational budget, rather than fill the domain evenly, an interesting idea is to determine the sample positions according to the characteristics of target function, e.g., sampling more points in regions with large prediction errors.

To this end, Lin et al. (2004) used the prediction errors estimated by additional validation points to adjust the correlation matrix so that the correlation function is no longer identical over the domain. That is, it owns the ability to adapt to the function characteristics, which thereafter helps the sampling approach identify regions with large prediction errors. The validation points, however, are usually unavailable in practice. In a similar spirit, Farhang-Mehr and Azarm (2005) employed the locations of local optima on current Kriging model to adjust the correlation matrix in order to identify irregular regions. This adaptive sampling criterion heavily depends on the quality of the Kriging model. A poor model may guide an erroneous sampling direction. Recently, Liu et al. (2016a) proposed an adaptive maximum entropy (AME) sampling approach by using the cross-validation errors to adjust the correlation function, and moreover, employing a user-defined search pattern to circularly conduct sampling from global to local. Busby (2009) and Busby et al. (2007) decomposed the domain into cells with the edges being of the order of correlation lengths along different directions. Then, they adopted the cross-validation criterion and ME criterion to identify “bad cells” for sampling. Besides, Lam (2008) modified the expected improvement criterion developed for global optimization (Jones et al., 1998) to obtain a good global model fit. The expected improvement for global fit (EIGF) approach selects informative points that have a large expected improvement over the nearest observed points.

As has been pointed out by Liu et al. (2016a) and Deschrijver et al. (2011), an effective adaptive sampling approach should contain three parts:

1. **Local exploitation.** This part accounts for the adaption of the sampling process by guiding the sampling in regions with large prediction errors. The local exploitation term can be represented in various ways, e.g., the prediction errors at validation points (Lin et al., 2004), the cross-validation errors (Jin et al., 2002; Liu et al., 2016a; Busby et al., 2007), the locations of local optima (Farhang-Mehr and Azarm, 2005), the local response variation (Lam, 2008) and more others.

2. **Global exploration.** This part ensures the purpose of global metamodeling, and avoids the missing of undetected interesting regions by employing, e.g., some distance-based criteria (Jin et al., 2002).

3. **Trade-off between local & global.** Last but not least, this part balances the local exploitation and global exploration, and has a great impact on the sampling performance. Most of current adaptive sampling approaches for Kriging, however, usually use a fixed balance rule, which is non-beneficial for sampling performance. Liu et al. (2016a) introduced a user-defined search pattern to balance the local exploitation and global exploration, but it is still inflexible. For NURBS-based metamodeling, Turner et al. (2007) proposed using two pure global criteria and two pure local criteria to formulate a cooling schedule wherein the Bernstein basis functions are adopted to decide the dominant criterion in different sampling stages. Singh et al. (2013) illustrated three conceptual balance strategies and recommended the adaptive balance strategy.

This article derives an adaptive sampling approach for Kriging metamodeling under the bias–variance decomposition framework. The proposed approach sequentially selects the most informative points through maximizing the expected prediction error criterion that considers both the bias and variance information. Besides, it presents a novel adaptive balance strategy to gain benefits from effective local exploitation, while not hurting the performance through dynamically balancing the local exploitation and global exploration via the error information from the previous iteration.

The remaining of the article is organized as follows. Section 2 gives a brief introduction of the Kriging model. Section 3 describes the proposed adaptive sampling approach via maximizing expected prediction error. Thereafter, four benchmark cases and four engineering cases from low to high dimensions are employed in Section 4 to assess the sampling performance. Finally, Section 5 offers some concluding remarks.

2. **Kriging model**

Kriging was first introduced in the field of geology to estimate the properties of sampled minerals given a set of sampled sites (Journel and Huijbregts, 1978). Thereafter, Sacks et al. (1989) applied Kriging in the context of design and analysis of computer experiments (DACE), the meaning of which now has been extended to refer to the suite of all metamodeling techniques (Viana et al., 2014).

In the Kriging framework, the main assumption is that the deterministic output \( f(\mathbf{x}) \) is regarded as the realization of a stochastic process \( y(\mathbf{x}) \). As shown in Fig. 1, Kriging is composed of a global polynomial model, called trend model, over the entire domain and
a local spatial deviation model, called departure model. The trend model approximates the output response globally, while the departure model pulls the predicted responses through the observed points by accounting for the correlation in the residuals between the trend model and the observed responses.

The Kriging model can be expressed as

$$y_k(x) = p^T(x)\hat{\beta} + Z(x)$$

where $x \in \mathbb{R}^n$ is a point with $n$ input variables; the $k \times 1$ vector $p(x) = [p_1(x), \ldots, p_k(x)]^T$ represents the regression functions with simple formulas such as 1, $x$, $x^2$, $\ldots$; the $k \times 1$ vector $\hat{\beta} = [\beta_1, \ldots, \beta_k]^T$ is the corresponding regression coefficients; $Z(x)$ is usually assumed to be a Gaussian random process with the mean and covariance as

$$\mathbb{E}(Z(x)) = 0$$

and

$$\text{Cov}(Z(x_i), Z(x_j)) = \sigma^2 R(x_i, x_j)$$

where $\sigma^2$ is the process variance of $Z(.)$, and $R(.)$ is a spatial correlation function, which controls the smoothness of the Kriging model, and is usually expressed in a Gaussian form as

$$R(x_i, x_j) = \prod_{s=1}^{n} \exp(-\theta_s d_{ij}^2)$$

where $\theta = [\theta_1, \ldots, \theta_n]^T$ is the unknown correlation parameters, and $d_{ij} = |x_i - x_j|$ is the distance between the $i$th components of $x_i$ and $x_j$. Other commonly used correlation functions can be found in Lophaven et al. (2002).

Suppose that we have $m$ observed points $X_D = [x_1, \ldots, x_m]^T$ and their output responses $Y_D = [y_1, \ldots, y_m]^T$. To fit a Kriging model using $X_D$ and $Y_D$, we first employ the maximum likelihood estimation (MLE) to estimate the regression coefficients $\hat{\beta}$, the process variance $\sigma^2$, and the correlation parameters $\theta$. Given the model parameters $\gamma = (\beta, \sigma^2, \theta)$, the logarithm of the multivariate Gaussian likelihood function is expressed as

$$l(\gamma|y_D) = -\frac{m}{2} \ln(2\pi\sigma^2) - \frac{1}{2} \ln(|R|) - \frac{1}{2\sigma^2}(y_D - F\hat{\beta})^T R^{-1}(y_D - F\hat{\beta})$$

where $R$ is a $m \times m$ correlation matrix with the element $R_{ij} = R(x_i, x_j)$; $F = [p(x_1), \ldots, p(x_m)]^T$ is a $m \times k$ regression matrix with the element $F_{ij} = p(x_i)$. By setting the gradients of the log-likelihood equation with respect to $\beta$ and $\sigma^2$ to zeros, we obtain their estimations as

$$\hat{\beta} = (F^T R^{-1} F)^{-1} F^T R^{-1} y_D$$

and

$$\hat{\sigma}^2 = \frac{1}{m} (y_D - F\hat{\beta})^T R^{-1} (y_D - F\hat{\beta})$$

Besides, the estimation $\hat{\theta}$ of the optimal correlation parameters can be obtained by solving the following auxiliary optimization problem as

$$\hat{\theta} = \arg\max_{\theta} \psi(\theta) = -\frac{m}{2} \ln(\hat{\sigma}^2) - \frac{1}{2} \ln(|R|)$$

Finally, after obtaining the estimated model parameters, the Kriging prediction $\hat{f}(x)$ at point $x$ is the mean of the posterior Gaussian distribution as

$$\hat{f}(x) = \mathbb{E}[y_k(x)|X_D, Y_D, \gamma, x] = p^T(x)\hat{\beta} + r^T(x)R^{-1}(y_D - F\hat{\beta})$$

where the $m \times 1$ vector $r(x) = [R(x, x_1), \ldots, R(x, x_m)]^T$ represents the correlation between point $x$ and the $m$ observed points. In addition, the prediction variance $s^2(x)$ is

$$s^2(x) = \text{Var}[y_k(x)|X_D, Y_D, \gamma, x]$$

$$= \hat{\sigma}^2 [1 - r^T(x) R^{-1} r(x)]$$

$$+ (FR^{-1} r(x) - p(x))^T (FR^{-1} F)^{-1} (FR^{-1} r(x) - p(x))$$

(10)

It is notable that Kriging is an interpolation model. This can be verified by substituting the $i$th observed point $x_i$ into Eq. (9). In this context, $r(x_i)$ is the $i$th column of $R$, and consequently, $r^T(x_i)R^{-1}$ becomes a vector $I_i$ with a 1 at the $i$th position. Then, we can see

$$\hat{f}(x_i) = p^T(x_i)\hat{\beta} + I_i(y_D - F\hat{\beta})$$

$$= p^T(x_i)\hat{\beta} + f(x_i) - p^T(x_i)\hat{\beta} = f(x_i)$$

(11)

For more information about the Kriging model, please refer to Martin (2009), Kleijnen (2009) and the documentation of the DACE Toolbox (Lophaven et al., 2002).

3. An adaptive sampling approach for Kriging metamodeling

3.1. Maximum expected prediction error

It is known that in the Kriging framework, the posterior distribution of the response at a point $x$ follows $y_k(x) \sim N(\mu_k, \sigma_k^2)$ where $\mu_k = \hat{f}(x)$ and $\sigma_k^2 = s^2(x)$. Here, we consider a prediction error function (also known as loss function) $L$ defined in a squared form as

$$L(x) = (y(x) - y_k(x))^2$$

(12)

where $y(x)$ is the observed response that considers the true response with an additive noise. That is, $y(x) = f(x) + \epsilon$ where $\epsilon$ is a Gaussian process with a zero mean, which represents, e.g., the measurement error in physical experiments.

Then, the overall generalization error of the Kriging model can be obtained as

$$e = \int_{x \in D} \mathbb{E}[L(x)] \, dx$$

(13)

where $\mathbb{E}[L(x)]$ is the expectation of the prediction error, and can be decomposed as

$$\mathbb{E}[L(x)] = (\mathbb{E}[y(x)] - \mathbb{E}[y_k(x)])^2$$

$$+ \mathbb{E}[(y_k(x) - \mathbb{E}[y_k(x)])^2]$$

(14)

The first term on the right-hand side of this equation is the bias that represents the average difference between the predicted response and the observed response; the second term is the Kriging model’s prediction variance; and the third term, which equals $\text{Var}(\epsilon)$, represents the intrinsic noise of the data, and thus is independent of the Kriging model. Due to the deterministic computer simulation codes considered here (Sacks et al., 1989), we ignore the noise term.

The bias-variance decomposition in Eq. (14) has been known in the field of machine learning for model selection over different datasets (Zhu et al., 2002). Here, we introduce it to explain why adaptive sampling that considers local exploitation is expected to outperform the pure variance-based sampling.
By ignoring the noise term, we reorganize Eq. \((14)\) to obtain the expected prediction error (EPE) of a Kriging model at point \(x\) as

\[
EPE(x) = (f(x) - \hat{f}(x))^2 + s^2(x)
\]

It is found that in order to reduce the generalization error of a Kriging model in Eq. \((13)\), we should reduce both the bias term and the variance term in Eq. \((15)\). This should give a guideline for the selection of the next new point \(x_{\text{new}}\) in adaptive sampling. That is, \(x_{\text{new}}\) should be the one at which the Kriging model yields a large prediction error or a large prediction variance. In the context of adaptive sampling, the bias term, which favors points with large prediction errors for efficiently improving the Kriging predictions in regions of interest, acts as local exploitation; while the variance term, which prefers points with large prediction variances for improving the Kriging predictions in regions with large uncertainty, acts as global exploration. It is found that, due to the consideration of the additional bias term, the criterion in Eq. \((15)\) is capable of gathering more informative points than the typical variance-based sampling criteria. Although adaptive sampling that considers local exploitation is flexible and powerful, in practice it only gains benefits with valid local exploitation and appropriate trade-off between local exploitation and global exploration.

It is found that the bias and variance at point \(x\) is required in order to select new points based on the EPE criterion \((15)\). For \(x \in X_D\), as an interpolation model, we have \(EPE(x) = 0\). However, for \(x \in U\), the bias term in Eq. \((15)\), i.e., the prediction error \(\epsilon_{\text{true}} = (f(x) - \hat{f}(x))\), is undetermined because of the unknown true response \(f(x)\). Therefore, we need to estimate the bias information in practice.

Alternatively, we employ the \(k\)-fold cross-validation (CV) approach to estimate the bias term. For the commonly used leave-one-out cross-validation approach \((k=1)\), it selects \(x_{i}\) as a validation point and uses the remaining \(m-1\) points to refit a model \(\hat{f}^{-i}\) for obtaining the CV error as

\[
e^2_{Cv}(x_i) = (f(x_i) - \hat{f}^{-i}(x_i))^2 \tag{16}
\]

For building \(\hat{f}^{-i}\), we need to re-estimate the correlation parameters \(\theta\) by solving problem \((8)\) after removing \(x_i\), which, however, is a time-consuming process, especially for cases with large sample sizes and high dimensions (Liu et al., 2017). To alleviate computational burden, the correlation parameters can be fixed as constants in the cross-validation process (Joseph et al., 2008; Queipo et al., 2005). In this context, the CV error can be calculated efficiently as

\[
e^2_{Cv}(x_i) = \left( \frac{R^{-1}}{\ddot{d} + H \ddot{d} \ddot{d}^T} \right)_{ii} \tag{17}
\]

where the subscript \(i\) : indicates the \(i\)th row of a matrix. \(,\) \(i\) means the \(i\)th column, and \(ii\) indicates the \(i\)th element on the diagonal; \(\ddot{d}\) and \(H\) are respectively defined as

\[
d = y_D - F \hat{\theta} \tag{18}
\]

and

\[
H = F (F^T F)^{-1} F^T \tag{19}
\]

The fast Eq. \((17)\) decreases the computational complexity of \(e^2_{Cv}\) from \(O(n^4)\) to \(O(m^2)\), since it calculates the inverse of \(R\) only once.

Furthermore, in order to estimate the CV error at an arbitrary point \(x\), we consider the Voronoi partition of the domain \(D\) according to the observed sample set \(X_D\), and have the cell \(V\) as

\[
V_i = \{ x \in D, |x - x_i| \leq |x - x_j| , \forall j \neq i \} , \quad 1 \leq i , j \leq m \tag{20}
\]

Thereafter, the CV error \(e^2_{Cv}(x)\) is simply estimated as

\[
e^2_{Cv}(x) = e^2_{Cv}(x_i) , \quad x \in V_i \tag{21}
\]

Eq. \((21)\) reveals that if two points fall into the same Voronoi cell, they have the same CV error.

Then, we replace the bias term in Eq. \((15)\) with the cross-validation error as

\[
EPE_{Cv}(x) = e^2_{Cv}(x) + s^2(x) \tag{22}
\]

Now the EPE_{Cv} criterion consists of determined local exploitation and global exploration terms.

It is notable that the CV error term \(e^2_{Cv}(x)\) is an estimation of the true error \(e^2_{\text{true}}(x)\). The quality of this estimation is found to affect the sampling performance. If the CV error under-/over-estimates the true error, which is a frequently encountered case in practice (Viana et al., 2009; Liu et al., 2016), the EPE_{Cv} criterion will become biased due to the discrepancy between \(e^2_{Cv}(x)\) and \(e^2_{\text{true}}(x)\). Therefore, the CV error term should be adjusted in order to make the sampling process unbiased. In other words, the EPE_{Cv} criterion needs a trade-off between local exploitation and global exploration, which has a great impact on the sampling performance.

To this end, we introduce a balance factor \(\alpha\) to adjust the EPE_{Cv} criterion as

\[
EPE_{Cv}(x) = \alpha \times e^2_{Cv}(x) + (1 - \alpha) \times s^2(x) \tag{23}
\]

The factor \(\alpha\) is derived from the idea of adjusting \(e^2_{Cv}(x)\) so that it is as close to \(e^2_{\text{true}}(x)\) as possible. Meanwhile, this factor plays a role of balancing the local exploitation and global exploration. It is found that EPE_{Cv} with a large \(\alpha\) value prefers local exploitation, while a small \(\alpha\) value prefers global exploration. Ideally, the adjust factor \(\alpha\) should change with \(x\) because of the pointwise local and global terms. In practice, however, with little information about the estimation quality of \(e^2_{Cv}\), it is hard to present a pointwise variation of \(\alpha\). Hence, here we use a constant \(\alpha\) over the entire domain.

Let \(q\) denote the iteration number, in the \((q-1)\)th iteration we obtain a new point \(x_{m+q-1}\) and its true response \(f(x_{m+q-1})\) via expensive simulator. Intuitively, the newest information at this point can act a feedback to help us determine the \(\alpha\) value for the \(q\)th iteration.

To this end, we present an adaptive balance strategy that dynamically adjusts the factor \(\alpha\) by comparing the true prediction error and the CV error at \(x_{m+q-1}\). The balance factor \(\alpha\) is calculated as

\[
\alpha = \begin{cases} 0.5, & q = 1 \\ 0.99 \times \min \left[ 0.5 \times \frac{e^2_{\text{true}}(x_{m+q-1})}{e^2_{Cv}(x_{m+q-1})} , 1 \right] , & q > 1 \end{cases} \tag{24}
\]

It is observed that in the first iteration \((q=1)\) \(\alpha\) is initialized as 0.5, that is, the EPE_{Cv} criterion treats local exploitation and global exploitation equally. For \(q > 1\), suppose that in the \((q-1)\)th iteration we obtain a new point \(x_{m+q-1}\), and evaluate it through \(f\) and the Kriging model \(\hat{f}^{-i}\) constructed in this iteration to obtain the true error \(e^2_{\text{true}}(x_{m+q-1})\) and the CV error \(e^2_{Cv}(x_{m+q-1})\), respectively. The balance factor \(\alpha\) is adjusted as shown in Fig. 2.

- If \(e^2_{Cv}(x_{m+q-1}) > e^2_{\text{true}}(x_{m+q-1})\), it means the CV error over-estimates the true error. Therefore, in the \(q\)th iteration the balance factor \(\alpha\) is decreased from 0.5 to 0.5 \(\times \frac{e^2_{\text{true}}(x_{m+q-1})}{e^2_{Cv}(x_{m+q-1})}\). In this context, EPE_{Cv} favors global exploration.
- If \(e^2_{Cv}(x_{m+q-1}) = e^2_{\text{true}}(x_{m+q-1})\), it indicates that the CV error is the same as the true error at \(x_{m+q-1}\). Therefore, we have a balance factor of \(\alpha = 0.5\), which results in equal treatment of local exploitation and global exploration.
- If \(e^2_{Cv}(x_{m+q-1}) < e^2_{\text{true}}(x_{m+q-1})\), it means the CV error under-estimates the true error. We hence increase the \(\alpha\) value
we often use the limited computational resource, e.g., the allowed maximal number of points (simulations).

Algorithm 1. The MEPE adaptive sampling approach

\begin{itemize}
  \item \textbf{Input:} An expensive black-box function $f$ defined in the unit space $D \subseteq [0, 1]^p$; an iteration number $q \geq 1$; and an initial balance factor $\alpha = 0.5$
  \item \textbf{Output:} The final Kriging model $f(\tilde{x})$
  \begin{enumerate}
    \item Generate $m$ initial points $X_0 = [\mathbf{x}_1, \ldots, \mathbf{x}_m]^T$ by a space-filling sampling approach
    \item Call $f$ to evaluate their responses $y_0 = [f(\mathbf{x}_1), \ldots, f(\mathbf{x}_m)]^T$
    \item Construct the initial Kriging model as $f(\tilde{x}) = (X_0, y_0)$
    \item while the stopping criterion is not met do
      \begin{enumerate}
        \item Obtain a new point:
          \begin{enumerate}
            \item Use Eq. (24) to update the balance factor $\alpha$
            \item Calculate the CV error $\hat{e}_{CV}^2(x)$ at each observed point using Eq. (17)
            \item Use the local exploitation term $e_{CV}^2(x)$ estimated by Eq. (21), the global exploration term $e(x)$ estimated by Eq. (10), and the balance factor $\alpha$ to form the EPE$_{CV}$ criterion in Eq. (23)
            \item Obtain the new point $x_{\text{new}}$ by solving the auxiliary problem
            \item Call $f$ to obtain the response of the new point as $f(x_{\text{new}})$
          \end{enumerate}
        \item Update information:
          \begin{enumerate}
            \item $X_0 = X_0 \cup x_{\text{new}}
            \item $y_0 = y_0 \cup f(x_{\text{new}})$
            \item $q = q + 1$
            \item Refit the Kriging model as $f(\tilde{x}) = (X_0, y_0)$
        \end{enumerate}
      \end{enumerate}
    \end{enumerate}
  \end{enumerate}
\end{itemize}

3.2. Discussions about MEPE

It is observed that there are two key parts in the proposed MEPE sampling approach. The first part is to use the estimated CV error for local exploitation, and the second part is to use the adaptive balance strategy for offering a dynamic trade-off between local exploitation and global exploration. Here, we attempt to validate the quality of the two parts on a 1D test case.

3.2.1. The quality of local exploitation

It is found that Lam (2008) proposed an expected improvement for global fit (EIGF) criterion derived from the well-known expected improvement (EI) criterion (Jones et al., 1998). The EIGF criterion measures the expected improvement of $x$ over the nearest observed point $x_*$ as

\begin{equation}
\text{EIGF}(x) = (\tilde{f}(x) - f(x_*))^2 + s^2(x)
\end{equation}

Though derived from different views, the EPE$_{CV}$ criterion and the EIGF criterion have a similar formula. Regardless of the adaptive balance factor, the only difference between Eqs. (22) and (26) is that EIGF uses the nearest response variation $(\tilde{f}(x) - f(x_*))^2$ to do local exploitation. The nearest response variation can be regarded as an representation of the local first-order derivative to some degree. That is, EIGF aims to sample more points in regions with drastic response changes. Compared to the CV error $e_{CV}^2(x)$ used in EPE$_{CV}$, this nearest response variation, however, is not a direct estimation of the local prediction error. As a result, the EIGF criterion keeps highlighting the local exploitation in regions where the target function produces high first-order gradients, even if the metamodel has fit well in those regions. Hence, the local exploitation term in EIGF may be inappropriate in some circumstances.

To validate the quality of local exploitation, we employ a one-dimensional case as

\begin{equation}
f(x) = 3(1 - x)\frac{1}{5}e^{-x^2} - 10 \frac{(x - 1)^2}{5}e^{x^2},\quad x \in [-4, 1]
\end{equation}

for the purpose of comparison. As shown in Fig. 3, the 1D case has a flat region in the range $[-4, -3]$, while it yields multimodal responses in the remaining region.

In the numerical experiments, we use a version of MEPE, denoted as MEPE$_{CV}$, with the balance factor $\alpha$ fixed at 0.5 for a fair comparison. MEPE$_{CV}$ and EIGF start with five initial points evenly
distributed along the axis, and then sequentially add 15 new points. For MEPECV and EIGF, we use 1000 evenly distributed candidate points to form a pool for solving the auxiliary optimization problem like (25) in order to obtain new points. In each iteration, after involving a new point, the Kriging model built by the Matlab toolbox DACE (Lophaven et al., 2002) with the Gaussian correlation function (@corrgauss) and the first-order polynomial regression (@regpoly1) is updated. We use the root mean square error (RMSE)

\[
\text{RMSE} = \sqrt{\frac{1}{t} \sum_{i=1}^{t} (f(x_i) - \hat{f}(x_i))^2}
\]

with \(t = 1000\) random test points to assess the prediction quality of the Kriging model for this 1D case.

Table 1 shows the Kriging modeling results obtained by MEPECV and EIGF for the 1D test case, with the best result marked in bold. It is observed that MEPECV performs much better than EIGF. To account for the remarkable performance of MEPECV, Fig. 4 illustrates the sample distributions of MEPECV and EIGF with the iteration number \(q\) respectively being 5 and 15. It is observed that in the early stage \((q = 5)\), both MEPECV and EIGF identify the multimodal responses in the range \([-3, 1]\). Hence, MEPECV samples four out of the five new points in this range, while EIGF puts all the five new points there. When the sampling process keeps proceeding, MEPECV uses the CV error to identify that the prediction errors in the multimodal region are relatively small, thus it begins to explore the flat region. As a result, the entire domain has been fully explored and the final Kriging model yields sufficiently accurate predictions. On the contrary, because of the response variation term, EIGF always identifies that the multimodal region is informative and keeps exploiting it by putting all the 15 new points there. As a result, the final Kriging model produces poor predictions.

### 3.2.2. The impact of adaptive balance strategy

Compared to MEPECV, the complete MEPE approach employs an additional adaptive balance strategy in order to improve the sampling performance. To show the merits of this adaptive balance strategy, we apply MEPE and MEPECV to the 1D test case for generating 15 new points. Table 2 shows the Kriging modeling results obtained by MEPE and MEPECV for the 1D test case, with the best result marked in bold. It is found that MEPE provides more accurate predictions than MEPECV.

The results of MEPE and MEPECV are directly caused by the value of balance factor \(\alpha\). Fig. 5 shows the \(\alpha\) values obtained during the MEPE and MEPECV sampling processes. It is found that MEPE adjusts the \(\alpha\) value dynamically. In the early stage, MEPE often assigns a relatively large \(\alpha\) value in order to exploit the multimodal region; thereafter, MEPE prefers global exploration by assigning small \(\alpha\) values. On the contrary, MEPECV fixes the \(\alpha\) value at 0.5 through the whole process. Hence, it cannot flexibly adapt to the characteristics of the target function.

Finally, Fig. 6 offers the convergence curves of MEPE, MEPECV and EIGF for the 1D test case. It is found that because of the local-exploitation biased mechanism, EIGF has a good performance in the early stage \((q \leq 11)\), but it quickly fails to further improve the quality of Kriging predictions. By using the valid local exploitation and the adaptive balance strategy, the proposed MEPE approach performs better through the whole process, and finally refines the Kriging model to higher accuracy.
4. Additional numerical experiments

4.1. Test cases

To comprehensively assess the performance of the proposed MEPE adaptive sampling approach for Kriging metamodelling, we employ four benchmark cases and four engineering cases from 2D to 10D. The mathematical formulas of four benchmark cases are listed below.

Peak (PK):

\[
f(x) = 3(1-x_1)^2e^{-x_1^2-(x_2+1)^2} - 10(\frac{x_1}{5}-x_1^3-x_2^4) + e^{-x_1^2-x_2^2}, \quad x \in [-4, 4]^2
\]  (29)

Goldstein & Price (GP):

\[
f(x) = \left[1 + (x_1 + x_2 + 1)^2(19 - 14x_1 + 13x_1^2 - 14x_2 + 6x_1x_2 + 3x_2^2)\right] \\
\times \left[30 + (2x_1 - 3x_2) + (18 - 32x_1 + 12x_1^2 + 48x_2 - 36x_1x_2 + 27x_2^2)\right], \quad x \in [-2, 2]^2
\]  (30)

Shubert (SH):

\[
f(x) = \sum_{i=1}^{5} \cos((i+1)x_1 + i) \\
\times \left(\sum_{i=1}^{5} \cos((i+1)x_2 + i)\right), \quad x \in [1, 3]^2
\]  (31)

Hart6 (H6):

\[
f(x) = -\sum_{i=1}^{6} c_i \exp\left(-\sum_{j=1}^{6} a_{ij}x_j - p_{ij}\right) \\
\text{where} \quad a_{ij} = \begin{bmatrix}
  10 & 3 & 17 & 3.5 & 1.7 & 8 \\
  0.05 & 10 & 17 & 0.1 & 8 & 14 \\
  3 & 3.5 & 1.7 & 10 & 17 & 8 \\
  17 & 8 & 0.05 & 10 & 0.1 & 14
\end{bmatrix}
\]  (32)

\[
c_i = \begin{bmatrix}
  1 & 1.2 & 3.2
\end{bmatrix}
\]  (33)

\[
p_{ij} = \begin{bmatrix}
  0.1312 & 0.1696 & 0.5596 & 0.0124 & 0.8283 & 0.5886 \\
  0.2329 & 0.4139 & 0.8307 & 0.3736 & 0.1004 & 0.9991 \\
  0.2348 & 0.1451 & 0.3522 & 0.2883 & 0.3047 & 0.6550 \\
  0.4047 & 0.8828 & 0.8732 & 0.5743 & 0.1091 & 0.0381
\end{bmatrix}
\]  (34)

Table 3 describes the five input variables and their ranges.

The third engineering case is a 8D abalone dataset from UCI repository (Lichman, 2013). The abalone dataset, which predicts the age of abalone from physical measurements, contains 4177 points with known output responses. This dataset has eight inputs as the sex, length, diameter, height, whole weight, shucked weight, viscer weight and shell weight, and has a single output as rings. Note that since the sex is a nominal indicator, we delete it in the dataset.
Table 4
The input variables and their ranges for the wing weight case.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_n$</td>
<td>[150,200]</td>
<td>Wing area ($\text{ft}^2$)</td>
</tr>
<tr>
<td>$W_{fw}$</td>
<td>[220,300]</td>
<td>Weight of fuel in the ring (lb)</td>
</tr>
<tr>
<td>$A$</td>
<td>[6,10]</td>
<td>Aspect ratio</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>$[-10,10]$</td>
<td>Quarter-chord sweep (deg)</td>
</tr>
<tr>
<td>$q$</td>
<td>[16,45]</td>
<td>Dynamic pressure at cruise (lb/ft$^2$)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>[0.5,1]</td>
<td>Taper ratio</td>
</tr>
<tr>
<td>$t_c$</td>
<td>[0.08,0.18]</td>
<td>Aerofoil thickness to chord ratio</td>
</tr>
<tr>
<td>$N_t$</td>
<td>[2.5,6]</td>
<td>Ultimate load factor</td>
</tr>
<tr>
<td>$W_{flx}$</td>
<td>[3,468E–6]</td>
<td>Flight design gross weight</td>
</tr>
<tr>
<td>$W_p$</td>
<td>[0.025,0.08]</td>
<td>Paint weight (lb/ft$^2$)</td>
</tr>
</tbody>
</table>

Table 5
The sampling configurations for the eight test cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>no.</th>
<th>Initial no.</th>
<th>Sequential no.</th>
<th>Candidate no.</th>
<th>Test no.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PK</td>
<td>2</td>
<td>20</td>
<td>130</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>GP</td>
<td>2</td>
<td>20</td>
<td>130</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>SH</td>
<td>2</td>
<td>20</td>
<td>130</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>H6</td>
<td>6</td>
<td>60</td>
<td>340</td>
<td>15,000</td>
<td>15,000</td>
</tr>
<tr>
<td>MaCru</td>
<td>2</td>
<td>20</td>
<td>130</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>CellVol</td>
<td>5</td>
<td>50</td>
<td>250</td>
<td>15,000</td>
<td>15,000</td>
</tr>
<tr>
<td>Abalone</td>
<td>7</td>
<td>100</td>
<td>800</td>
<td>20,000</td>
<td>20,000</td>
</tr>
<tr>
<td>Wing</td>
<td>Wing</td>
<td>10</td>
<td>100</td>
<td>800</td>
<td>20,000</td>
</tr>
</tbody>
</table>

The final engineering case is a conceptual level estimate of the weight of a Cessna C172 Skyhawk aircraft wing (Raymer, 2006), which is formulated as

$$f(x) = 0.0368W_{flx}^{0.0035} \left( \frac{A}{\cos \lambda} \right) q^{0.063} x^{0.04} \left( \frac{100c}{\cos \lambda} \right)^{0.49} W_{fw} W_p$$

This 10D case is derived from fitting a curve to existing aircraft data. Table 4 describes the ten input variables and their ranges for the wing weight case.

4.2. Test scheme

In the numerical experiments, we compare MEPE with three Kriging-based sampling approaches including the EIFG sampling approach (Lam, 2008), the AME sampling approach (Liu et al., 2016a), and the MMSE sampling approach (Jin et al., 2002).

Table 5 shows the sampling configurations for the eight test cases. For all the test cases except MaCru and Abalone that have no analytical expressions, the four sampling approaches start with a set of initial points generated by the MCSR space-filling sequential sampling approach (Liu et al., 2015), which is capable of efficiently generate good semi-optimal LHD points. The initial sample size is set as 10$n$ (n is the number of inputs), since Loepky et al. (2009) provided reasons and evidence supporting that this is an appropriate initial sample size when we use Kriging to approximate the target function. It is notable that for each test case, MCSR is repeated ten times to generate ten initial sets. With the ten different initial sets, we can assess the performance of a sampling approach comprehensively. Finally, for the Abalone dataset, the sampling approaches also start with ten initial sets, each of which has 10$n$ points that are randomly selected from the given 4177 points; for the MaCru dataset, the 10$n$ initial sets are generated by MCSR, and then they are evaluated through a design software to obtain the associated responses.

Note that each of the employed four sampling approaches selects a new point in each iteration by solving an auxiliary optimization problem like (25). This kind of optimization problem usually has a sophisticated surface with many local optima, and it is hard to be solved by current global optimization algorithms, e.g., the genetic algorithm (GA) (Crombecq et al., 2011). Thus, for the sake of simplicity, we maintain a pool U containing numerous candidate points, from which the sampling approach selects the one with the highest score as $x_{\text{new}}$ in each iteration. The numbers of sequential points, candidate points and test points for each case are shown in Table 5. For the 2D PK, GP, SH and the MaCru dataset, the 10,000 candidates are grid points; for H6, CellVol and Wing, the candidate points are generated by the Matlab routine falsvd and the maximum criterion with a maximum of 100 iterations. Besides, the number of random test points to assess the RMSE value of the Kriging model keeps the same as that of the candidate points. For the Abalone dataset, the candidate and test points are randomly selected from the dataset.

4.3. Results and discussions

Table 6 shows the average Kriging modeling results (over ten trials) obtained by different sampling approaches for the eight test cases, with the best results marked in bold. The values in parentheses refer to standard deviations. It is observed that the proposed MEPE adaptive sampling approach stands out in six out of the eight cases. Among the remaining three sampling approaches, AME outperforms EIFG in five cases, and is comparable to MMSE.

In detail, for the first four benchmark cases with different characteristics, Fig. 7 shows the average convergence curves of different sampling approaches. For the PK case which contains a nonlinear center region and a flat boundary region, MEPE, EIFG and AME that consider local exploitation distinctly outperform the space-filling MMSE sampling approach. Among the first three adaptive sampling approaches, due to the local-exploitation biased mechanism, the converge of EIFG becomes unstable in the later stage. Since AME uses a fixed balance pattern which contains a sequence of weights from global to local, it outperforms EIFG but is worse than MEPE. While the proposed MEPE is capable of refining the Kriging model more efficiently due to the effective local exploitation and the dynamic adaptive balance strategy. Consequently, MEPE has the fastest convergence speed during most of the sampling process.

For the GP case with its main characteristics lying around the boundaries, it is observed that MEPE still provides the best Kriging predictions, but MMSE shows a competing performance during most of the sampling process. This is because that MMSE favors sampling more points around the boundaries rather than the interior regions, especially at the beginning of the sampling process. For MMSE, with the increase of dimensionality, the number of boundary points grows rapidly such that the ratio of which to the total
sample size is \( (1 - (1 - 2/N)^p) \) given \( N \) grid points (Beck and Guillias, 2016). This boundary property helps MMSE yield good results for GP; however, it makes MMSE perform worse for PK and H6 which have main characteristics in the interior regions.

In addition, it is observed that EIGF provides the worst performance for the GP case. The poor performance of EIGF is caused by the same reason for PK. But it becomes more serious for GP because the boundary responses of GP have several orders of magnitude larger than the interior responses. Consequently, this extremely large response variation makes EIGF fall into exploitation around the boundaries. Fig. 8 shows the sample distribution selected from a run of EIGF for GP where the blue circles are initial points and the red circles are sequentially added new points. It is observed that EIGF ignores the interior region and puts all the new points around the boundaries.

Next, let us move to the SH case which represents a frequently encountered practical scenario where the complex problem shows the main features over the entire domain, not just in several sub-regions. For this kind of function, the sampling approaches that tend to fill the domain evenly are expected to be a good choice. The results of SH show that the space-filling MMSE approach has the best performance. Compared to MMSE, it is found that the proposed MEPE adaptive sampling approach, however, shows a very competing performance, e.g., it outperforms MMSE in four out of the ten runs. While AME shows a little bit worse performance for SH because of the fixed balance strategy. As for EIGF, it performs good in the early stage, but quickly becomes worse due to the inappropriate local exploitation term.

Finally, for the H6 case which is similar to PK but has higher dimensionality and more complex responses, the test results are similar to that of PK. The first three adaptive sampling approaches outperform MMSE, and MEPE is the best. In addition, it is observed that compared to PK, the average convergence curves of the four sampling approaches for H6 become more fluctuant because of the increase of dimensionality. This fluctuation phenomenon is again obviously observed in some other high-dimensional cases below, e.g., the Wing case.

Fig. 9 shows the average convergence curves of different sampling approaches for the four engineering cases. For the MaCri case with the characteristics over the entire domain, similar to the results for SH, it is found that MMSE provides the fastest convergence speed in most of the sampling process. While MEPE shows a comparable performance, and it catches up and yields almost the same performance with that of MMSE in the final stage. The AME sampling approach shows a competing performance in the early stage, but thereafter it becomes incapable of efficiently improv-
ing the Kriging predictions as much as MMSE and MEPE. The EIGF sampling approach, however, shows the worst results through the whole sampling process.

For the CellVol case, EIGF again provides the worst performance. For this case, MEPE converges faster than AME and MMSE through the whole sampling process. Besides, MMSE outperforms AME during most of the sampling process, but AME stands out and has a slightly better performance in the last stage.

Though having been shown that EIGF adopts an inappropriate local exploitation term, this local-exploitation biased mechanism, however, may help EIGF perform well in some scenarios, e.g., the Abalone case that needs local exploitation. On the contrary, for the MMSE sampling approach that does not consider local exploitation, it provides the worst performance for the Abalone case.

Finally, for the 10D Wing case, it is found that with the adding of new points, MEPE converges faster than other approaches. Besides, it is observed that all the convergence curves show a global downward trend but have drastic fluctuations. For example, in some iterations of MEPE and MMSE, the RMSE value suddenly decreases to a much small value and then quickly raises back to the normal level. This is caused by the fact that the metamodel is hard to fit well in high dimensions, and the required number of points usually grows exponentially with dimensions, known as “the curse of dimensionality”.

To summarize, due to the cross-validation based local exploitation and the adaptive balance strategy, the proposed MEPE adaptive sampling approach is very promising for problems with diverse characteristics from low to high dimensions.

### 4.4. More studies on the adaptive balance strategy

The adaptive balance strategy in MEPE utilizes the actual prediction error at a single point obtained in the previous iteration to sequentially adjust the $\alpha$ value, thereby dynamically balancing the local exploitation and global exploration. The test results for the 1D case have revealed that the adaptive balance strategy helps MEPE achieve a better sampling performance. Since the adaptive balance strategy is the key component of the proposed MEPE sampling approach, more numerical experiments are required to comprehensively validate the effectiveness of this strategy.

To this end, we apply the MEPE$_CV$ sampling approach with the balance factor $\alpha$ fixed as 0.5 to the above eight cases. The other running parameters in the testing keep the same as that for MEPE. Fig. 10 shows the boxplots of the Kriging modeling results obtained by MEPE and MEPE$_CV$ for the eight test cases. It is observed that MEPE performs better than MEPE$_CV$ in seven out of the eight cases, especially for GP, SH and CellVol.

Fig. 11 shows the $\alpha$ values obtained in two runs of MEPE for PK and SH, respectively. It is observed that there are fluctuations in $\alpha$ over the iterations, which lead to frequent switches between local exploitation and global exploration. Here, MEPE almost conducts a pure global exploration like MMSE when $\alpha < 0.01$. It is found that for SH that has characteristics over the entire domain, MEPE conducts a pure global exploration in 46 out of the 130 iterations; while for PK that contains a significantly nonlinear subregion, MEPE only conducts a pure global exploration in 23 out of the 130 iterations.

### 4.5. Running time

To validate the sampling efficiency, Table 7 offers the average running times (over 10 trials) of different sampling approaches for the eight test cases. Not that all the codes are run in the Matlab environment with an Intel 3.70 GHz processor. It is found that MMSE spends the least running time, while AME is the most time-consuming approach.

The running time of the proposed MEPE sampling approach comes at two aspects. The first is the cross-validation process which needs to refit the Kriging model $m$ times in order to calculate the
Table 7
The average running times (s) of different sampling approaches for the eight test cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>MEPE</th>
<th>EIGF</th>
<th>AME</th>
<th>MMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PK</td>
<td>61.4 (1.0)</td>
<td>36.8 (0.5)</td>
<td>93.2 (1.4)</td>
<td>21.9 (0.3)</td>
</tr>
<tr>
<td>CP</td>
<td>63.5 (0.9)</td>
<td>39.2 (0.8)</td>
<td>94.5 (1.0)</td>
<td>22.4 (0.3)</td>
</tr>
<tr>
<td>SH</td>
<td>60.8 (4.5)</td>
<td>35.4 (0.8)</td>
<td>92.8 (0.7)</td>
<td>22.4 (0.4)</td>
</tr>
<tr>
<td>H6</td>
<td>1090.5 (29.1)</td>
<td>638.2 (5.4)</td>
<td>1623.1 (34.5)</td>
<td>525.8 (5.6)</td>
</tr>
<tr>
<td>MaCru</td>
<td>64.3 (1.0)</td>
<td>48.5 (0.6)</td>
<td>113.6 (1.7)</td>
<td>31.2 (0.3)</td>
</tr>
<tr>
<td>CellVol</td>
<td>368.4 (4.1)</td>
<td>260.2 (2.2)</td>
<td>591.7 (7.4)</td>
<td>218.5 (3.2)</td>
</tr>
<tr>
<td>Abalone</td>
<td>1328.0 (40.6)</td>
<td>481.9 (29.2)</td>
<td>2497.7 (193.8)</td>
<td>408.1 (27.6)</td>
</tr>
<tr>
<td>Wing</td>
<td>22,531.6 (552.8)</td>
<td>12,268.6 (127.3)</td>
<td>45,611.0 (2105.4)</td>
<td>8125.8 (63.6)</td>
</tr>
</tbody>
</table>

Fig. 10. Boxplots of the Kriging modeling results obtained by MEPE and MEPE$_{CV}$ for the eight test cases.

CV errors at $m$ observed points. The second is to solve the auxiliary optimization problem (25) in order to obtain a new point. In this part, it should estimate the prediction variances of the candidate points, and compute the distances between the candidate points and the observed points.

The other three sampling approaches more or less contain the similar parts. MMSE only needs to solve an auxiliary optimization problem by estimating the prediction variances of the candidate points. EIGF needs to solve an auxiliary optimization problem by computing the prediction variances and distances of the candidate points. Thus, the two approaches run faster than MEPE. While AME not only contains the cross-validation process and the auxiliary optimization process, but also conducts many matrix operations. Thus, it turns out to be the most time-consuming approach.

The above discussions offer an insight into the computational complexity of each sampling approach. It is worth noting that these sampling approaches are designed for simulation-based problems, wherein a simulation may take hours or even days. Therefore, compared to the time spent on simulation, the running times of these sampling approaches in practice are negligible.

5. Concluding remarks

This article presents a novel adaptive sampling approach for Kriging metamodeling for simulation-based engineering problems. It selects new points by maximizing an expected prediction error criterion that considers both the bias and variance information. Moreover, this approach employs a novel adaptive trade-off strategy to dynamically balance the local exploitation and global exploration via the error information from the previous iteration.

We compared the proposed MEPE adaptive sampling approach to some existing adaptive sampling approaches on four benchmark cases and four engineering cases. The numerical results reveal that MEPE usually converges faster and builds Kriging models with more...
accurate predictions using the same number of points. Thus, it is a very promising sampling approach to construct Kriging models for problems with diverse characteristics.
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